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Abstract 
Decarbonization incentives present an enormous market opportunity for the nuclear industry. To stay 
within the 1.5°C limit by 2050, across a range of scenarios, the IPCC forecasted a 2.5x average increase 
in global nuclear generation. High capital costs and the risk of overruns and delays may prevent the 
industry from realizing this new potential. Recent nuclear projects in the U.S. and Europe have averaged 
cost overruns more than 2x the original estimate. However, new suites of reactor architectures are under 
development, and they may solve some or all elements of the cost problem. These new architectures 
leverage modularization, intra-plant learning rates, passive safety, advanced construction, and advanced 
manufacturing in their endeavor to lower capital costs. This thesis systematically analyzes the cost saving 
potential of each of these strategies for eight unique reactor architectures. The aim was to understand 
which architectures and strategies have the greatest potential to reduce cost and risk to cost overruns, and 
then, apply that understanding to help utilities, policymakers, and other stakeholders in investment 
decision making and long-term planning.  

Total capital costs include direct costs, indirect costs, and financing costs, each based on several uncertain 
parameters and processes. The first section of this thesis presents a bottom-up methodology for estimating 
direct and indirect costs of nuclear plants to estimate an overnight cost that does not include the 
construction schedule and its impact on cost. The method scaled a set of reference costs from the 
Economic Energy Data Base for nuclear projects. The methodology featured novel components and 
technologies, such as standalone steel containments, e-beam welded vessels, steel plate composites, and 
structural and system modules. Of these technologies, advanced construction techniques such as steel 
plate composites were not effective in reducing the overnight direct costs, but advanced vessel 
manufacturing technologies were highly impactful especially for small- and multi-module architectures 
with heavy use of steel vessels with cost reduction up to 9% of overnight cost. Passive safety systems 
usually required new, expensive structures that offset the cost reduction in other systems including 
electrical and safeguards systems. Modularization did not substantively reduce the overnight construction 
costs, but it increased the impact of learning-by-doing for sequentially deployed plants. Learning-by-
doing was one of the most effective cost reduction strategies, reducing capital costs 30-45%.  

The second section of this thesis presents a methodology to estimate the construction duration of a reactor 
architecture given the specific shape factor constraints to that architecture, local labor supply, and set of 
site activities and ordered dependencies. Interest accrued during construction is significant for nuclear 
projects because they have very long construction durations. Large reactor architectures were very 
sensitive to the local labor market conditions and experienced long delays when the labor pool was 
insufficient. Small reactors were more robust to labor conditions. Both large and small architectures can, 
in theory, deliver projects in 30-40 months depending on the level of structural modularization. 
Modularization can dramatically reduce the construction duration and associated financing costs for both 
large and small reactors 65-75% which was 15-25% of all total costs.  

Capital cost estimation is a highly uncertain process, particularly for nuclear projects, and the literature 
contains conflicting guidelines for scaling the costs of certain components. Further, the proposed 
modularization, learning, and indirect cost models built are subject to much uncertainty as well. The third 
section of this thesis quantified the uncertainty of the overnight cost estimates. Indirect costs were a 
significant source of uncertainty for all reactor architectures. Learning-by-doing cost reductions were also 
a large contributor to uncertainty for all architectures but especially the multi-module plants where there 
was intra-plant learning. Input data, specifically commodity volumes such as concrete and steel, were a 
large source of uncertainty as well. Typical first-of-a-kind costs had +/- 10% uncertainty at the 95% 
confidence interval, and +/20% for 10th-OAK projects.  
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The final section reviews the specific construction delay drivers for the Vogtle Units 3 & 4 project. This 
case study provided input data for supply chain delay and change order risks. Human error risks were also 
modeled using data from other large megaprojects. Change order and human error risk were the dominant 
drivers of construction delays, with supply chain delays having a small effect. Most of the cost and 
schedule risk were mitigated after the first of a kind project. Smaller projects were not immune to the 
construction schedule risks and delays seen in large nuclear projects, but they were able to overcome the 
risks with a smaller absolute cost project. Therefore, for equal size capacity deployments (i.e. several 
small reactors vs. fewer large reactors), smaller reactor architectures had narrower cost distributions and 
lower risk to cost overrun. Smaller reactor cost escalation extended 10-11% ($700-800/kWe) above the 
median cost overrun, but larger reactor escalations extended 16-24% ($1,100-2,200/kWe) above the 
median cost overrun. However, these lower risks did not usually translate to lower median costs. By 
providing cost and risk to cost overrun estimates for the leading nuclear power plant architectures, this 
thesis work can better inform the utilities and policy makers on economics of nuclear energy and most 
effective technological pathways to improve its attractiveness.  
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Chapter 1 – Introduction 

1.1 Why nuclear power? 

Climate change is one of critical global challenges of this century. To meet a 1.5°C global warming limit 
with little to no overshoot, the 2018 Intergovernmental Panel on Climate Change (IPCC) report finds that 
carbon emissions must decline from 2010 levels by 45% in 2030 and to net-zero by 2050. Increasing the 
limit to 2°C extends these deadlines to a 25% reduction by 2030 and net-zero by 2070 [1]. 

To stay within the 1.5°C limit, the IPCC studied a range of scenarios and on average they estimated that 
global nuclear generation would increase 2.5x, and in some scenarios it may increase five-fold [2]. 
According to the United Nations Economic Council for Europe (UNECE), nuclear power accounts for 
43% of low-carbon electricity in the UNECE region. Further, the UNECE stated that “at the world’s 
climate objectives will not be met if nuclear technologies are excluded” [3]. Similarly, in the US, nuclear 
power accounts for roughly 20% of total electricity production and about half of all low-carbon electricity 
[4]. Other work has shown the value of dispatchable energy sources for lowering total system costs [5]. 
For example, Sepulveda et al. studied the role of firm resources in deep decarbonization scenarios and 
found cost savings up to 60% [6]. Therefore, in recent years, the support for nuclear energy by several 
governments, including the U.S. has increased and climate change provides an enormous opportunity for 
growth for the nuclear industry.  

1.2 The problem of cost 

1.2.1 Nuclear cost overruns 

In the 2018 The Future of Nuclear in a Carbon Constrained World (2018 FoN) report from MIT, the 
authors frame the future of the nuclear industry in a delicate balance. On the one hand, there is an 
enormous market opportunity in decarbonizing the global economy, and on the other: 

“…the prospects for the expansion of nuclear energy remain decidedly dim in many parts of the 
world. The fundamental problem is cost. Other generation technologies have become cheaper in 
recent decades, while new nuclear plants have only become costlier [emphasis added].” [5] 

The high-cost challenge in the nuclear industry is not a new problem, however. In 2003, MIT published a 
similar report, The Future of nuclear power: an interdisciplinary MIT study (2003 FoN), that stated: 

“The U.S. public is unlikely to support nuclear power expansion without substantial 
improvements in costs and technology.”[7] 

At the time of the 2003 FoN report, nuclear was already more expensive than coal and natural gas, but the 
report stated that “cost improvements were plausible but unproven.” In response, the 2018 FoN report 
stated “Gen III+ designs in the United States and Western Europe failed that test spectacularly”. Figure 
1.1 compares the overnight construction costs of recent nuclear projects to a cost benchmark from the 
2009 update to the 2003 FoN report. Since publication, the V.C. Summer 2&3 project was cancelled due 
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to cost overruns, and the Flamanville project escalated another $1,000/kWe [8]. All of the U.S. and 
European nuclear projects were at least 60% over the cost benchmark. 

 
Figure 1.1 Overnight cost of recent Gen III+ nuclear plants compared to the 2009 FoN Update 

benchmark [5]. 

Others have highlighted the cost challenges facing the industry. In 2020, the Nuclear Energy Agency 
(NEA) published a report titled, “Unlocking Reductions in the Construction Costs of Nuclear” that 
documented the cost escalations and construction delays of ten recent Gen III+ FOAK nuclear power 
plants. Figure 1.2 shows the cost escalation, and Figure 1.3 shows the construction delay. On average, 
these plants were 2.3x over their initial budget and 2.4x beyond their initial construction duration. 
Considering just the plants in the US and Europe, on average the projects escalated from overnight capital 
costs of $2,700/kWe to $7,600/kWe and from 4.5 years to 13 years [8].  

In 2017, the Energy Technologies Institute (ETI) commissioned LucidCatalyst on a “knowledge gathering 
project to provide an evidence-based understanding of the range of factors influencing the cost of energy 
from new nuclear plants.” The result was another report on the cost escalating factors facing the nuclear 
industry published in 2020 [9]. The aim of the study was to equip the UK Government and nuclear 
industry to develop nuclear technology while avoiding the cost escalations experienced elsewhere. All of 
these reports indicate that the industry is well aware of the cost problem. 

Each of the four previously cited reports (two FoN, NEA, and ETI) all made recommendations for 
reducing the cost of new nuclear. These recommendations generally center around eight ideas: 
government support, contracting practices, project management practices, construction, standardization, 
modularization, simplification, learning-by-doing, and multi-unit sites. The first three are context specific 
– that is they unique to the environment outside of the nuclear plant. Local governments, utilities, reactor 
vendors, and construction firms impact these factors. The last five are design specific – that is they vary 
from one reactor architecture, independent to the outside environment. The focus of this thesis is on these 
five factors.  

The cost escalation problem is not recent to the last two decades. An extensive review of historical 
nuclear construction costs from Lovering et al., shown in Figure 1.4, reveals that over time only South 
Korea has consistently reduced nuclear construction costs in this dataset [10]. When normalizing 
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overnight construction costs to the cost of the first non-demonstration reactor, Figure 1.4(b), it is only 
South Korea with recent normalized costs below one, and Japan, however, also had cost reductions with 
the introduction of the ABWR in the 1990s. Further, in both plots in  Figure 1.4, the dramatic cost 
escalations are clear in the US, Germany, Canada, and to a lesser extent in France, India, and Japan. The 
cost escalations began in the US in the late 1960s, sharply increased after the Three Mile Island accident, 
and effectively continued to present day given the challenges at V.C. Summer and Vogtle.  

The global nuclear cost data make clear the magnitude of the problem of cost, but they also provide 
promise that lower construction costs are possible. There were several periods of substantial cost 
reduction in each “problem” country: 1964-1967 in the US, 1957-1966 in France, 1957-1974 in Canada, 
1958-1973 in Germany, and 1980-2007 in Japan. However, Lovering et al. reported that “utility structure, 
reactor size, regulatory regime, and international collaboration may play larger effect” than learning-by-
doing as cost drivers. They also highlighted the “importance of reactor standardization, “multi-unit builds, 
and regulatory stability” in reducing the cost of future nuclear.  

More recently, nuclear construction in China has shown significant schedule improvements. Data from 
the IAEA Power Reactor Information System (PRIS) database for China, in Figure 1.5, shows a 25% 
reduction in durations from the 1980s (~7 years) to the 2010s (~5 years). Construction cost data were not 
publicly available for these reactors, but the reduced schedules are a stronger indicator that cost 
performance has also likely improved. However, this improvement excluded the AP1000 and EPR 
experience that was captured in Figure 1.2 and Figure 1.3 because these reactor architectures experienced 
significant construction delays globally.  

The 2018 FoN Report also highlighted the low capital costs of nuclear plants in China. Table 1.1 has the 
cost inputs for nuclear, wind, solar, coal, and gas generators in various countries from a decarbonization 
analysis as part of the 2018 FoN. Costs in China are ~50% of US costs, and costs in France and the UK 
are 20 and 50% higher than the US. Across the board, nuclear capital costs were 60-600% higher than the 
other generators except for coal with carbon capture.  

 
Figure 1.2 Construction cost overruns of recent FOAK Gen III+ designs. Data from NEA [8]. 
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Figure 1.3 Construction schedule delays of recent FOAK Gen III+ designs. Data from NEA [8]. 

 
Figure 1.5 Construction durations for nuclear plants in China. Data:[11] 
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Table 1.1 Overnight costs from the 2018 FoN Report [5] 

 
1.2.2 Nuclear cost premiums 

An additional part of the cost challenge stems from the reality that the same material and labor used in 
other industries can have substantially higher costs in the nuclear industry. This is not a new phenomenon 
– a 1993 report from Oak Ridge National Laboratory published material and labor rates for different 
construction activities at nuclear and non-nuclear construction sites [12]. These cost escalation factors for 
structural, piping, and electrical commodities are shown in Figure 1.6 and they range from 1-4.4x non-
nuclear costs. The material cost escalation factors average 1.5x, and the labor cost escalation factors 
average 2.3x. These are not cost-overrun factors, so the higher material and labor costs for nuclear 
projects in these data are not the result of re-work, delays, project management, etc. These cost 
escalations are inherent to the nuclear industry primarily due to the regulatory quality assurance and 
quality control (QA/QC) and inspection requirements. For example, a nuclear quality assured welder has 
an 81% higher salary than a standard welder [13,14], and the impact of this is in the labor costs in Figure 
1.6(b).  

Despite the ever-growing importance of understanding these costs, there does not exist an open-source, 
benchmarked tool for estimating the capital cost of new nuclear concepts. The remainder of this chapter 
provides an overview of the elements of LCOE and more specifically the elements required to estimate 
total capital costs (TCC): overnight capital costs (OCC), construction duration (IDC), and their 
uncertainties. The remainder of the thesis describes a methodology to assess these costs and their 
uncertainties, including case studies to inform decision making for designers, utilities, and governments.  
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(a) Structural commodities 

 
(b) Piping commodities 

 
(c) Electrical commodities 

Figure 1.6 Material and labor cost escalation factors for nuclear projects [12]. 
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1.3 The elements of the cost of nuclear 

The costs of energy generating technologies are often compared using the levelized cost of electricity 
(LCOE): 

Equation 1.1     𝐿𝐶𝑂𝐸 = !"#	%&	'((	)*+*,'-.%+	/%0-0
1%-'(	*+*,)2	)*+*,'-*3

  

Or more specifically: 

Equation 1.2    𝐿𝐶𝑂𝐸 = 	
∑ !"#$"#%"

('#()"
*
"+'

∑ ,"
('#()"

*
"+'

 

Where It is the investment expenditure in year t, Mt are O&M costs in year t, Ft are fuel costs in year t, Et 
is the electricity generation in year t, r is the discount rate, and n is the system lifetime [15].  In the 
context of nuclear plants, investment expenditures include overnight capital costs (OCC), interest accrued 
during construction (IDC), and contributions to a decommissioning fund; and fuel costs include both 
production and disposal. So Equation 1.2 can be rewritten as: 

Equation 1.3   𝐿𝐶𝑂𝐸 = 567×1559!77:;<5	9;&>
?('+-	/'@'/.-2	[>B*]×57×DEFG

+ 𝐹𝑢𝑒𝑙 , $
>BI

- +𝑊𝑎𝑠𝑡𝑒 , $
>BI

- 

Where CRF is the capital recovery factor, TCC is the total capital cost including OCC and IDC, SFF is 
the sinking fund factor, ODC is the overnight decommission cost, and CF is the capacity factor. The CRF 
and SFF depend on the discount rate.  

Binning these costs into three categories simplifies comparing them to other sources of electricity: (1) 
levelized capital costs, (2) levelized fixed O&M which includes fixed O&M, and (3) variable costs which 
includes fuel and waste costs. Table 1.2 compares the LCOE, with these three bins, for nuclear, coal, gas, 
geothermal, wind, solar, and hydro generators. Compared to combined cycle natural gas, nuclear plants 
had 63% lower fuel costs (including waste costs), but levelized capital costs were 6.5x higher. This 
disparity is why natural gas plants do the load following for much of the U.S. grid and nuclear plants 
operate as baseload.  
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Table 1.2 Estimated levelized cost of electricity and levelized cost of storage for new resources entering 
service in 2026 [16]. 

 

Despite being the most used metric, LCOE is not without issues. For example, LCOE does not capture 
system costs, grid price fluctuation timing, or externalities. Both Becker et al. and Sepulveda et al. 
showed that variable renewable electricity sources can have high system costs because their variability, 
lack of dispatchability, and forced curtailment [6,17]. According to Nissen and Harfst, energy investments 
can be profitable even if the LCOE is above average electricity market prices, and conversely an 
investment can lose money even if the LCOE is below average electricity market prices. This is because 
the time of production, daily and seasonally, impacts the value of the electricity produced [18]. Finally, 
LCOE does not include externalities such as the cost carbon emissions and other pollutants.  

Even though LCOE is an inclusive cost metric of capital, operations, and fuel, in the nuclear industry 
lifetime costs are so dominated by capital expenditures, that the latter two are only marginal in the context 
of new construction. For example, the 2018 FoN reported that capital costs account for more than 80% of 
lifetime cost energy from nuclear, as shown in Figure 1.7 [5]. For a $4,500/kWe generic nuclear project 
with a seven-year construction schedule, 9% interest rate, and 85% capacity factor, the NEA made a 
similar estimate – O&M and fuel costs were 22% of LCOE while capital costs and associated financing 
costs were 78%, as shown in Figure 1.8 [8].  

 
Figure 1.7 Lifetime cost distribution percentage between capital, operations, and fuel expenditures for 

nuclear power plants [5].  
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 Figure 1.8 Cost breakdown for nuclear power levelized cost of electricity for a $4,500/kWe OCC, seven-

year construction schedule, 9% interest rate, and 85% capacity factor [8]. 

Despite the overwhelming contribution of capital costs, significant research has been devoted in recent 
decades to operations optimization [19] and the fuel cycle optimization [20], and this has likely been due 
to the high value of long-term operation of the existing reactor fleet [21]. For example, the loan lifetime 
for the initial capital cost for nuclear plants is typically 20-40 years, and after the loan has been paid off, 
the LCOE of the nuclear plant drops significantly. The 2020 Nuclear by the Numbers report from the 
Nuclear Energy Institute reported that the average levelized capital costs in the U.S. nuclear fleet was 
$5.72/MWh – 89% lower than Table 1.2. This was because the U.S. nuclear fleet is fully amortized, so 
levelized capital costs only included life extension service and component upgrades. 

To have a significant role in decarbonization, global nuclear capacity needs to expand which will require 
building a new generation of reactors, and the first challenge these reactors will face is capital 
construction costs. Therefore, this thesis focuses on modeling, understanding, and contextualizing the 
elements of capital costs. 

1.4 The elements of nuclear total capital cost 

The standard definition of total capital cost for nuclear plants includes overnight capital cost and interest 
accrued during construction. OCC is the sum of all pre-operation investment expenditures as if they were 
spent “overnight”, that is without interest. However, nuclear projects require 3-15 years to construct, and 
therefore, expenditures throughout the project accrue interest until the asset begins generating revenue, 
and this is interest during construction or IDC. 

There are several published categorical breakdowns of OCC, one from Black & Veatch is in Figure 1.9 
and based on the Westinghouse AP1000 in 2009 USD [22]. This is a standard division of costs: nuclear 
island which includes the nuclear steam supply system equipment; turbine island which includes the 
steam turbine, generator, feedwater heaters, etc.; and yard/cooling/installation which includes structures 
and improvements, heat rejection equipment, and site preparation. These three categories are generally 
considered direct costs or costs directly related to plant equipment and construction. Engineering, 
procurement, and construction management includes QA/QC, home office engineering, site management, 
and some forms of taxes and insurance. Black & Veatch provide a detailed definition of owner’s costs in 
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their report, but at a high level these are land costs, project development costs, financial management 
costs, other taxes and insurance, and other project management and support costs. Both categories are 
indirect costs. In this example, indirect costs were only 54% of direct costs, but FOAK nuclear projects 
often have a higher ratio of indirect costs to direct costs approaching 1:1 [23]. 

Owner’s costs were not included in the capital cost estimation methodology developed in Chapter 2 
because they are more site and utility dependent than reactor architecture dependent. Also, there were 
many ways to categorize and breakdown capital costs, and Figure 1.9 was just one example. Another 
example from the DOE will be mentioned in Chapter 2.  

 
Figure 1.9 Overnight capital cost (2009 USD) breakdown for nuclear power plant from Black & Veatch, 

produced for the National Renewable Energy Laboratory [22]. 

1.4.1 Nuclear direct cost drivers 

The technical specifications of the structures, systems, and components (SSCs) most clearly drive the 
direct costs for a nuclear project. These can be interpreted as the volume of concrete, mass of reinforcing 
steel, mass of the reactor pressure vessel, surface area of heat exchangers, etc. Chapter 2 will discuss 
these in depth. However, these SSC costs also have functional drivers – that are dependent on the 
environmental context of the nuclear project. Carelli et al. (and later the International Atomic Energy 
Agency [IAEA]) presented these drivers visually to demonstrate that small and medium sized nuclear 
reactors could be capital cost competitive with large reactors, as shown in Figure 1.10 [24,25]. Note that 
the capital cost in the figure is normalized to the plant capacity.  

The first functional cost driver is the economy of scale, i.e. larger equipment has a lower specific cost. 
This effect is intuitive; for example, a larger tank will be more cost efficient per unit volume than a 
smaller tank. The economy of scale has been the primary expected driver of historical cost reductions in 
the nuclear industry [10], but recent experience with construction megaprojects and nuclear cost overruns 
has led to more serious consideration of small modular reactors (SMRs). SMRs are designed to leverage 
the remaining five functional drivers in Figure 1.10. 

The second functional cost driver results from cost savings for multi-unit sites. These are cost savings 
from sharing construction and operation equipment, land costs, owner’s project development costs, and 
costs to upgrade bridges, roads, railroads, and docks for transporting heavy equipment. Multi-unit sites 
also experience an enhanced effect from the third driver, learning-by-doing, because it is the same 
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construction crew for each new build, as opposed to a different set of sub-contractors which would be the 
case in a new location. 

The third cost driver is the learning curve. This stems from the idea that as more plants are constructed, 
the plant design will become more robust, the construction process will be better defined, the supply chain 
will be more robust, and the management and worker experience will be higher. This effect has been 
observed extensively in other fields, especially in factory manufacturing processes [26], and to a lesser 
extent in the nuclear industry [10,27,28].  

The fourth and fifth functional cost drivers are construction schedules and unit deployment timing. In 
theory, SMRs may have shorter construction schedules, lowering the IDC, and the shorter construction 
schedules allows capacity additions to match incremental increases in demand. The incremental demand 
increases may be more representative of the needs of already developed electricity grids. For example, 
very few places in the world need 1+GWe of capacity added overnight – most societies are growing at a 
more modest pace or plan to use nuclear to replace other generators that typically have lower capacities. 
Therefore, a sudden >1 GWe capacity addition would likely create overcapacity, so the more 
economically efficient way to deploy resources is to more evenly space them out to match the demand 
increase. 

The sixth and final cost driver is the plant design. This factor mirrors the “simplification, standardization, 
and modularization” ideas from the 2003 FoN, 2018 FoN, NEA and ETI reports.  

The quantitative impact of each of these functional cost drivers will depend on the specifics of a particular 
reactor architecture. Therefore, whether a given SMR concept achieves cost parity with a large reactor 
will be a highly variable and case-by-case answer. The aim of this thesis is to build a tool capable of 
modeling these dynamics and exercise that tool on proposed water-cooled reactors including leading 
SMR and large reactor architectures.  
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Figure 1.10 Generic view of the factors affecting comparative costs of small and medium sized reactors. 

Originally from Carelli et al. [24], later republished by the IAEA [25]. 

Kuznetsov highlighted a similar set of factors for SMRs to overcome the loss of economy of scale: 
reduced complexity, increased SSC transportability, off-site refueling, multi-unit sites, and increased 
thermal efficiency [29]. There are, however, several studies that challenge these cost saving factors. 
Ramana specifically addressed how modularization and learning-by-doing may not be sufficient to 
overcome the lost economy of scale for small reactors [30]. Ramana also suggested that the proposed 
markets for advanced nuclear reactors may not be receptive to them. These challenges reiterated the need 
for a cost analysis using a consistent set of assumptions and including uncertainty. 

1.4.2 Nuclear indirect cost drivers 

Indirect costs are primarily driven by the direct costs, the quantity of site labor, number of on-site 
workers, length of the construction schedule, experience of the regulator, and other owner’s costs. 
Therefore, to model these costs, one must have an estimate of the direct costs, site labor person-hours, and 
number of on-site workers. The key is that all of these require knowledge of the construction schedule for 
the nuclear project which requires a tool or methodology to estimate the schedule for a broad set of 
reactor concepts. These parameters can vary greatly from one nuclear reactor architecture to another and 
from one site to another with the same reactor architecture. 

Historically, indirect costs have been much higher for FOAK units than NOAK units. For example, in the 
Economic Energy Data Base (EEDB), the better experience plant had indirect costs that were near 50% of 
direct costs, but the median experience plant had indirect costs equal to direct costs. The higher indirect 
costs resulted from construction delays that required longer tool rentals and temporary facilities and 
regulatory changes that required more QA/QC, field supervision, and home office engineering services.  



22 
 

1.4.3 Interest accrued during construction 

IDC is driven by the spend rate, construction timeline, and interest rate of the project. The IDC multiplier 
(IDCM) is a factor to multiply the OCC to include the IDC. Assuming a uniform spend rate and discrete 
annual borrowing, the IDCM is: 

Equation 1.4    𝐼𝐷𝐶𝑀 = (K9.)'#-M(KM.)
.N

 

Where i is the interest rate and N is the number years of construction [31,32]. The ETI report provides a 
helpful visualization of the consequences of longer construction durations on the IDC in Figure 1.11 for a 
7% interest rate. In year 10, the interest accrued on investment expenditures in year 1 is more than 
$1,000/kWe or almost 20% of the OCC, and the total IDC is more than $3,000/kWe. This may lead to a 
scenario where shorter construction schedules can create more capital cost saving value than the direct 
cost savings enabled by design optimization.  

 
Figure 1.11 Construction duration impacts on interest during construction with a 7% interest rate [9]. 

1.4.4 Uncertainty analysis and risk assessment 

There is significant uncertainty and variation in the literature around the quantification of the direct and 
indirect cost drivers. So, to produce a robust capital cost estimate of a nuclear project, this thesis includes 
an uncertainty analysis. Further, from the cost overruns in Figure 1.2, we know that the estimated cost is 
often far from the realized cost due to supply chain delays, human error, change orders, and optimism bias 
[33]. These factors drive rework, productivity misses, and cost escalations. Any assessment of nuclear 
capital cost must include these dynamics probabilistically, so these were analyzed in Chapter 4.  

1.5 Advanced manufacturing and construction techniques 

Some of the cost saving advantages claimed by advanced nuclear reactor designers and vendors rely on 
advanced manufacturing and construction techniques, some of which are already state of the art in other 
industries. The Electric Power Research Institute is leading the development of a number of 
manufacturing advances for reactor pressure vessels, and they aim to reduce total vessel cost by 40% 
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[34,35]. These technologies include e-beam welding, powder metallurgy, and laser cladding. Both the 
IAEA and the NEA have published reports highlighting construction techniques such as open-top 
construction, very heave lift cranes, modularization, and steel plate composites [8,36]. These techniques 
will be discussed in more depth in Chapters 2 and 3, respectively.  

1.6 Nuclear reactor architectures 

This thesis evaluated overnight capital cost, construction schedule, and associated uncertainties and risks 
for eight reactor architectures. The aim was to capture the breadth of attributes considered in Gen III+ 
reactors: passive safety, smaller sizes, different containment strategies, and different levels of 
modularization. Table 1.3 summarizes the reactors considered, their features, and the source material used 
for generating the input data. Note that each architecture was a derivative of a commercial architecture 
either completed or under development. These estimates provided in this thesis were not intended to be 
representative of the commercial versions, and no vendor provided detailed design data to use as input.  
collected the input data from Nuclear Regulatory Commission (NRC) licensing documents, company 
websites, IAEA reports, and published articles to construct a surrogate to the commercial reactor that was 
representative of the design attributes. As such, the level of detail was not perfectly consistent between 
each reactor architecture, especially because some designs were more developed than others, so the data 
were subject to error, and the reader should consider the detailed assumptions for each cost item in the 
supplementary data to this thesis. 

The PWR12 was based on a 1200 MWe four-loop Westinghouse pressurized water reactor (PWR) that is 
the basis of the EEDB. The EEDB supplied the base costs for all the cost scaling relationships outlined in 
Chapter 2. The PWR12 was a stick built (no modularization), Generation III light water reactor (LWR). 
The input data representing the PWR12 came from the EEDB [23]. 

The large-passive-safety-reactor (LPSR) was based on the Westinghouse AP1000. The LPSR was a Gen 
III+ LWR with fully passive safety systems. The passive safety systems were mostly powered by an 
elevated tank above the containment building. The containment was a standalone steel building as 
opposed to a steel-lined reinforced concrete containment. Instead of four-loops with four steam 
generators, the LPSR had four pumps but only two steam generators. The primary documentation used for 
the LPSR input were the Nuclear Regulatory Commission (NRC) licensing documents for the AP1000 
[37]. 

The large-active-safety-reactor (LASR) was based on the KEPCO APR1400. The LASR was a Gen III+ 
with safety graded active safety systems and some passive safety systems. The containment was a 
traditional steel lined reinforced concrete. Similar to the LPSR, the LASR had four primary coolant 
pumps with only two steam generators. The source documents for the LASR design inputs were the NRC 
documents [38] and the IAEA status report [39].  

The double-containment PWR (DC-PWR) was based on the Framatome EPR. The DC-PWR has both 
active and passive safety systems, as well as a core-catcher that is a concrete basin below the reactor 
pressure vessel. The primary containment was a steel lined reinforced concrete structure, and the 
secondary containment was reinforced concrete, and it covered the upper portion of the reactor building 
above the adjacent structures and become a shared wall in the lower section with the adjacent structures. 
The source documents for the DC-PWR were the NRC documents [40,41]and the IAEA status report 
[42].  
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The natural convection small modular reactor (NC-SMR) was based on the Holtec SMR-160. The NC-
SMR had passive safety systems with a standalone steel containment and an elevated water storage tank. 
Instead of primary coolant pumps, the primary coolant was powered by natural convection. Source 
documentation were documents on the company website [43] and presentations given by company 
executives[44].  

The multi-module natural convection SMR (MMNC) was based on the NuScale reactor architecture. The 
MMNC was a fully passive safety architecture with a steel-vessel containment submerged in a pool of 
water that served as the ultimate heat sink. The MMNC could consist of 12, 6, or 4 units submerged in 
varying size pools. Instead of reactor coolant pumps, the primary coolant was driven by natural 
convection. The steam generator used a helical coil instead of the traditional shell and tube design. The 
primary source of input details were NRC documents [45] and the IAEA status report [46]. We primarily 
considered the 12x77 MWe version of the NuScale architecture which was uprated from the NRC 
licensed 12x50 MWe version. NuScale uprated to lower costs and is now considering 4- and 6-module 
plants to lower the capital required. We considered these design variations in Chapter 2.  

The final two architectures were boiling water reactors (BWRs). The first was the large-modular BWR 
(LM-BWR) which was a heavily modularized large BWR based on the GE-Hitachi ABWR. The ABWR 
had the fast construction experience among large LWRs, making it an important case study. The LM-
BWR source material were ABWR licensing documents from the NRC and other reports on the ABWR 
[47–49]. The second was the small-modular BWR (SM-BWR) based on the GE-Hitachi BWRX-300. The 
SM-BWR was a passive safety SMR BWR. The source material was a GE-Hitachi topical report 
submitted to the NRC [50] and an IAEA status report [51].
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1.7 Thesis organization 

The aim of this study is to model the capital cost dynamics for advanced nuclear power plants under 
uncertainty to gain insight for proper investment decisions for utilities and governments and proper 
design decisions for reactor vendors. To do so requires a model of direct cost, indirect cost, construction 
schedule, IDC, and the associated uncertainties and risks. The input to the model must be the design 
details of a nuclear power plant. The structure of the model is shown in Figure 1.12. The green arrows 
indicate the flow of information: the direct cost model requires information about the nuclear plant 
design, the construction model requires information about the direct costs, etc. The direct and indirect cost 
model methodology and results are in Chapter 2. The construction schedule building methodology and 
results are in Chapter 3. An uncertainty analysis of the model parameters and a risk assessment of total 
capital costs is in Chapter 4. Each chapter contains case studies examining the costs of different surrogate 
reactor architectures to demonstrate key takeaways and findings from the model.  

 
Figure 1.12 Information flow for direct cost, indirect cost, construction scheduling 
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Chapter 2 – Overnight capital cost estimation 
 

2.1 Literature review 

Published cost estimates fit into two categories: independent estimates of generic SMR features or reactor 
concepts and commercial vendor marketing documents. The former generally tries to answer questions 
such as, “how much can modularization lower costs?” or “how much cost savings result from passive 
safety?” These estimates are not typically tied to a particular design, but the authors are transparent and 
forthcoming with the assumptions behind their analysis. The latter category of estimates is found on 
company websites or marketing materials and do not contain many details regarding the assumptions in 
the estimate. Further, commercial estimates are sometimes framed as a “target”, only adding to the 
ambiguity. The following section reviews both categories of estimates. 

2.1.1 Independent estimates 

Material use comparisons are a great first-order method for comparing the expected costs of new reactor 
concepts because the labor and material for installing reinforcing and structural steel and concrete, and the 
associated indirect costs, are a significant portion of the overnight cost. They avoid the complications of 
international inflation, material, and labor indices, as well as the construction experience of the 
contractors, so the comparisons are pure. Peterson et al. estimated the concrete and metal requirements for 
several Gen III+ reactors [52], and the 2018 FoN report expanded the comparisons to include other Gen 
III+ and Gen IV reactor concepts [5]. Figure 2.1, from the 2018 FoN, shows how dramatically the 
concrete and metal usage can vary. It is important to note that some of these estimates come directly from 
the vendors, and therefore, their trustworthiness should be questioned. For example, the NuScale reported 
metal per MWe was dramatically lower than the other reactor architectures, but NRC licensing documents 
indicated high (>4%) rebar density for the reactor building which was on par with typical reactor building 
rebar densities, and the higher concrete volume would then imply a high metal volume. One of the aims 
of this cost analysis was to compare the metal and concrete volumes with a uniform set of assumptions. 
Further, going from material volume to cost is not necessarily linear, so the challenge comes in 
accounting for the relative cost of the two commodities, the architecture complexity, and the 
modularization of SSCs.  
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Figure 2.1 Concrete and metal use for various Gen III+ and Gen IV reactor architectures. Note the 

NuScale numbers are for the 12x50 MWe version [5]. 

 

Independent cost estimates fit into two sub-categories: guidelines and applied methodologies. The 
guidelines come from non-governmental organizations such as the IAEA, and the applied methodologies 
come from research institutions and engineering consulting firms. The applied methodologies are 
generally focused on estimating the value of different solutions to the cost challenge. Large reactors 
require extensive amounts of custom-built equipment and machinery, making standardization and 
simplification a challenge. Smaller reactors can be easier to standardize, simplify, and make passively 
safe. Many of the capital cost estimates in the literature have been for SMR architectures, specifically 
focusing on these features.  

The IAEA and the Gen IV International Forum Economic Modeling Working Group (GIF EMWG) have 
reports with cost estimating guidelines for nuclear plants. [25,32]. The IAEA guidelines are for “feature 
cost scaling methods” that scale known costs from historical experience based on design features to 
estimate the capital costs for new architectures. The features include a short list of nine plant attributes: 
thermal power, thermal efficiency, power density, reactor vessel mass, heat exchanger mass, volume of 
the primary system, number of fuel elements, core length, and primary pump power. This methodology is 
intended for estimating the cost of new architectures where the design is only marginally different from 
the known cost design. Therefore, it cannot account for innovative features such as passive safety or 
vessel style containments. The GIF EMWG provides more philosophical guidance for the cost estimating 
process and recommendations for the power law scaling relationships for specific SSCs such as pumps, 
motors, tanks, heat exchangers and other equipment. Their report also provides labor and material cost 
data for nuclear and non-nuclear construction. The applied methodologies often take many assumptions 
and model parameters from the guideline publications. 

Carelli et al. estimated the value of the six factors in Figure 1.10 for a four-unit International Reactor 
Innovative and Secure (IRIS). Each unit had a 335 MWe power capacity. The design philosophy was 
“safety by design” to reduce and simplify safety systems and lower costs. For IRIS, the economy of scale 
escalated prices by a factor of 1.7x, but the remaining factors between 6-17%, as shown in Table 2.1 
[24,53]. The net effect was IRIS had a 5% higher capital cost than a traditional large PWR. The most 
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valuable cost-reducing factors were modularity and design simplifications with a 17% cost savings. Co-
siting multiple units was also very valuable with a 14% cost reduction.  

Table 2.1 Cost factors for large and small reactor architectures from Carelli et al. [53]. 

 
 

Zhang et al. performed a cost breakdown of the HTR-PM high temperature gas reactor SMR [54]. Their 
analysis showed that the 2-unit HTR-PM had only a 5% higher capital cost than a single unit version with 
equivalent thermal power capacity. The cost-savings resulted from plant simplicity, modularization, and 
the economy of multiples. 

Ganda [55] and Maronati et al. [56] published methodologies for estimating capital costs for nuclear 
plants. Ganda scaled reference costs from the Economic Energy Data Base (EEDB) based on 30 nuclear 
plant design attributes. These attributes were volumes of concrete, surface areas of walls, masses of 
components, and other equipment design specifications. The SSC capital costs were scaled using a power 
law relation based on the relative difference in the SSC attributes. Ganda applied this methodology to the 
ABR1000, a sodium cooled fast reactor. In an update to the original report, Ganda included labor and 
material cost uncertainty in the cost estimate, highlighting the importance of stochasticity for modeling 
nuclear project costs that occur over long timelines. Maronati et al. used a similar methodology to Ganda 
of scaling EEDB costs using power law relations and SSC design attributes to estimate the cost of the I2S-
LWR. The I2S-LWR is a large LWR that is integral and inherently safe. Their studies showed the passive 
safety and design simplification lowered costs 3-13% from a traditional LWR for sites with varying peak 
ground accelerations.  

Lloyd et al. analyzed the cost saving potential of modularization for SMRs [57]. They considered how the 
degree of modularization (DoM), i.e. how much of the construction can be modularized, varied with 
reactor size from 150-1350 MWe, and how the resulting cost savings balanced with the loss of the 
economy of scale. The analysis was for a generic nuclear power plant architecture, not for a specific 
concept. A 300 MWe reactor was able to achieve a DoM of 0.8, but a 750 MWe reactor was only able to 
achieve a DoM of 0.25. The difference results from the size and transportability of the SSCs. Figure 2.2 
shows how the DoM lowers costs for different reactor power levels. For a 300 MWe reactor at a DoM of 
0.8, modularization can reduce overnight capital costs up to 45%. However, experience in the nuclear 
industry shows very little correlation between modularizability and reactor size. For example, the ABWR 
was heavily modularized, reduced non-civil construction person-hours of work 40% from stick-built 
BWRs, and had the shortest construction schedule in global commercial reactor history [58]. Therefore, 
the specifics of the reactor architecture are more crucial to cost and modularizability, and analyzing a 
generic architecture fails to consider specifics and how architectures differ. Further, global construction 
experience has suggested there is no correlation between DoM and cost. The consulting firm McKinsey & 
Company reviewed a number of construction projects and found that modularization can increase 
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construction costs, not decrease. Modularization increases off-site factory and labor costs, and material 
costs sometimes increase and sometimes decrease [59].  

 
Figure 2.2 Specific overnight capital costs for varying degrees of modularity (DoM) and reactor power 

from Lloyd et al. [57] 

2.1.2 Commercial estimates 

Each company either publishes a NOAK estimate or simply claims their reactor is low-cost. On their 
website, NuScale cites an article from Black et al. reporting an overnight capital cost of $3,500/kWe, 
significantly lower than the PWR12 capital cost for the 12x60 MWe version. Most of the cost savings 
were in the indirect cost category, and the majority of the NuScale cost estimate justification was hidden 
behind “proprietary cost estimates performed internally by NuScale” [60]. Other NuScale cost estimates 
were $4,630/kWe for the 12x45 MWe version [61]and $2,850/kWe for the 12x74 MWe version [62]. 
Each of these estimates comes to a total plant cost of $2.5B, implying the power uprates came at no 
additional cost. GE-Hitachi published a $2,000/kWe cost target for the BWRX-300 – almost half the 
specific cost of the NuScale plant [51]. TerraPower describes the molten chloride salt fast reactor as a 
“low cost reactor” [63]. Kairos uses the ambiguous term “affordable” to describe their advanced reactor 
[64]. EDF says their SMR, Nuward, will be a “competitive solution” [65].  

The 2020 IAEA report titled, “Advances in Small Modular Technology Developments” reported 
overnight capital cost estimates from reactor vendors [66]. The estimates vary dramatically from the 
SMART reactor from KAERI at $10,000/kWe for the first-of-a-kind (FOAK) to Moltex at <$1,000/kWe. 
UxC also published a report in 2013 that included SMR vendor cost estimates for NuScale ($4,630/kWe), 
mPower ($5,000/kWe), and the Holtec SMR-160 ($5,000/kWe)[61]. These estimates and statements 
leave much to be desired in terms of specificity.  

The most detailed cost breakdown from a commercial reactor vendor is for the Open100 concept from the 
Energy Impact Center [67]. This PWR SMR used a linear cost scaling to estimate the capital cost based 
on the EEDB cost data. The linear scaling assumption ignores the economy of scale effect, under-
estimating the costs for smaller reactors. In addition, the Open100 estimate includes significant “cost 
reduction factors” based on leveraging best practices from other industries. The net effect of these 
assumptions is an almost 65% capital cost reduction over the reference large PWR in EEDB.  

To summarize, there is not a shortage of cost estimates and methodologies in the literature, but there is a 
lack of consistency in assumptions that would allow for proper comparisons between estimates. In fact, in 
a review article of the nuclear capital cost literature, Mignacca et al. stated, “there is a lack of 
standardized approach in the evaluation and economic performance of SMRs” [68]. The aim of this 
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chapter is to provide a methodology and an open-source codebase for consistent analysis of nuclear 
capital costs. 

2.2 Overnight capital cost methodology 

The cost basis for the developed methodology in this thesis was the PWR12 Median Experience from 
EEDB. EEDB contained over 1400 individual SSC costs from the surface area of formwork for each 
building substructure to mass of piping for every mechanical system. The data, in its entirety, can be 
retrieved from Oak Ridge National Laboratory, and a subset of the data used in this thesis is in the 
supplemental data to this thesis. 

EEDB organized costs into a code-of-accounts system. The highest-level costs were simply Direct Costs, 
or Account 2, and Indirect Costs, or Account 9. Sub-categories were defined by additional indices. For 
example, Direct Costs consisted of: Account 21 Structures & Improvements, Account 22 Reactor Plant 
Equipment, Account 23 Turbine Plant Equipment, Account 24 Electrical Plant Equipment, Account 25 
Miscellaneous Plant Equipment, and Account 26 Main Condensing Heat Rejection System. Sub-sub-
categories within these followed the same pattern of adding integers to the account label, and so forth.  

EEDB reported costs for a Median Experience (PWR12-ME) and a Better Experience (PWR12-BE). 
Median Experience accounted for the cost escalations the nuclear industry experience from when the 
DOE started collected data in the 1970s to the last EEDB report in 1987. The PWR12-BE costs 
represented the best-case construction cost experience for the industry at the time, and the PWR12-ME 
represented the median experience. PWR12-ME had a 74% total cost, 31% higher direct cost, and 144% 
higher indirect cost. The full set of cost escalations for PWR120ME are in Figure 2.3 for the one- and 
two-digit accounts. The greatest direct cost escalations were for structures and improvements and 
miscellaneous plant equipment. The greatest indirect cost escalations were field supervision and field 
office services. The indirect cost overruns were significantly higher, and this was primarily due to the 
delay construction schedule from 72 to 98 months, as well as other factors such as re-work and regulatory 
changes.  

In this thesis, the PWR-ME costs were considered a best-case FOAK cost (e.g. plant with completed 
design, reliable supply chain, and knowledge workforce), and the PWR12-BE costs were NOAK costs. 
Given that these are just median cost escalations above the best experience, it is reasonable to assume 
significant cost escalations, on the order of 74%, above the PWR12-ME are possible as well. Further, 
others have proposed above inflation nuclear cost escalation indices for escalating EEDB costs from 1987 
to present (or 2018 in the case of this thesis) [55,69]. These above inflation indices account for loss of 
experience in the nuclear industry, changing regulations, and other factors. Hence the clarifier, “best-case 
FOAK”. Chapter 4 explored the probabilities of above-best-case FOAK cost escalations. 
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Figure 2.3 Cost overrun percentage from PWR12-BE to PWR12-ME for the one- and two-digit accounts 

In EEDB, the PWR12-ME costs only go to the three-digit account level where the PWR12-BE costs go 
all the way to specific SSC costs, ten-digits in some cases. To use the PWR12-ME costs as the best-case 
FOAK, therefore, we escalated the higher digit PWR12-BE costs with the associated three-digit overrun 
factor.  

Although EEDB contained more than 1400 individual SSC costs, that was too many specific inputs to be 
known at the conceptual design phase which is where many advanced reactor concepts are. Further, such 
a detailed level of analysis is unnecessary to get a reasonable estimate of the total cost because not all 
1400 were significant contributors to the total cost. For example, in EEDB the top 119 cost items made up 
75% of the direct costs, and the top 282 cost items made up 90% of the direct costs. Many of these cost 
items were related as well. For example, the reinforcing steel used in a structure was directly correlated 
with the volume of concrete and the formwork used. Therefore, we selected 235 high cost items to be 
used as the cost basis for estimates in this study. These 235 items can be found in the supplemental data to 
this thesis. The cumulative distribution of these 235 items is in Figure 2.4, and the top 15 cost items are 
listed in Table 2.2. From Table 2.2, it becomes clear that estimating the cost of the primary system 
components (RPV, pump, steam generator), containment structure, heat rejection system, and turbine 
system accounted for 40% of total direct costs. 
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Figure 2.4 CDF of the 235 basis direct costs used in this thesis. 

 

Table 2.2 Top 15 cost items from the EEDB subset 

Cost item 
Percentage of direct 
cost 

Turbine Generator 10.6% 
Steam generators 4.2% 
Primary coolant pump 3.8% 
Electrical structure and wiring container 3.7% 
Condensing systems 3.0% 
Power & control wiring 2.6% 
Cooling towers 2.6% 
RPV structure & support 2.6% 
Feedwater heating system 2.6% 
Service water system 2.5% 
Coolant treatment and recycle 2.3% 
Containment interior concrete 2.2% 
Containment liner 2.1% 
Containment superstructure concrete 1.9% 
RPV Internals 1.7% 

 

To estimate the cost for a new plant, the 235 reference costs were scaled using a known cost scaling 
relationship. Then specific adjustments were made based on the design. Then modularization and 
learning-by-doing cost adjustments applied. Finally, we estimate the indirect costs based on the direct 
costs to arrive at the overnight cost estimate. Figure 2.5 portrays this process graphically, and the 
following sections describe in detail the assumptions behind each step. Of the 235 reference costs, four 
were added later for high temperature gas reactors. These additions were discussed by Stewart et al. [70], 
and they were not relevant to this thesis where the focus was LWRs. 
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Figure 2.5 Graphical representation of the process to estimate the overnight capital cost for an advanced 

nuclear power plant. The following sections describe each step-in detail. 

 

2.2.1 Nuclear steam supply system breakdown 

EEDB combines all systems in the nuclear steam system (NSSS) together into a three-digit account, 
Account 220A: Nuclear Steam Supply. The cost breakdown between the reactor pressure vessel (RPV), 
vessel internals, primary system piping, steam generator, pressurizer, residual heat removal system, and 
safety injections was unknown. However, Argonne National Lab conducted an extensive study on these 
component costs filled in the unknown costs [55]. The recreated cost data from Ganda et al. is in Table 
2.3. Ganda et al. reported these data in 2017 USD, but Ganda applied both a 2.2x CPI cost inflation and a 
1.3x above inflation nuclear escalation factor. These factors were removed for Table 2.3 because We used 
a different price inflation index for this thesis, but otherwise the cost breakdown from Ganda et al. was 
adopted for this overnight cost estimation methodology. 

Table 2.3 Account 220A cost breakdown from Ganda et al. [55]. 

Account Account Description Cost (Millions 1987 
USD) 

220A.211  Vessel  24.48 
220A.221  Pumps  43.79 
220A.223  Steam Generators  52.38 
220A.212  Internals (Upper and Lower)  22.22 
220A.2131  Control Rods  1.08 
220A.2132  Control Rod Drives  12.20 
220A.224  Pressurizer  2.90 
220A.222  Piping  3.99 
220A.2311  Residual Heat Removal Pumps and Drives  0.68 
220A.2312  Residual Heat Removal Heat Exchanger  2.19 
220A.2321  Safety Injection Pumps and Drives  0.60 
220A.251  Fuel Handling Tools  0.14 
220A.254  Fuel Storage Racks  0.88 
220A.27  Instrumentation and Control  0.00 
220A.28  Standard NSSS Valve Package  0.00 
220A.225  Pressurizer Relief Tank  0.65 
220A.2322  Accumulator Tank  5.35 
220A.2323  Boron Injection Tank  0.31 
220A.2324  Boron Injection Surge Tank  0.02 

220A.2325  Boron Injection Recirculating Pump and 
Drive  0.01 

220A.2611  Rotating Machinery (Pumps and Motors)  0.78 
220A.2612  Heat Transfer Equipment  0.86 
220A.2614  Purification and Filtration Equipment  0.86 
220A.2613  Tanks and Pressure Vessels  0.40 
220A Total cost (sum of above) 176.76 
220A Total cost (EEDB) 179.34 
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2.2.2 Inflation and cost escalation 

The DOE last published the EEDB in 1987, so the costs need to be inflated to the year 2018 (the year this 
work started). There are several inflation indices that are options. Ganda et al. used the consumer price 
index (CPI) [55], others have used the chemical engineering plant cost index (CEPCI). Over such a long 
time period, different cost categories inflate at different rates, and Vatavuk reported that plant level 
indices such as CEPCI should not be applied beyond five-year time intervals [71]. Therefore, as best as 
possible, the 1987 EEDB costs were inflated using produce price index (PPI) for specific material 
commodities and the labor specific indices from the Bureau of Labor Statistics (BLS).  

For each SSC, we matched the appropriate labor craft from EEDB to the available BLS data. For 
example, pipe fitters did all piping labor, laborers poured concrete, electricians installed electrical 
equipment, boilermakers installed tanks and vessels, etc. Then, the labor cost in EEDB was inflated from 
1987 to 2018 according to the indices in Table 2.4. The material and factory costs were inflated using the 
PPI for associated commodity from the St. Louis Fed, seen in Table 2.5. Where there was not a match 
between an available index and a specific SSC, CPI was used similar to Ganda et al. 

Table 2.4 Labor cost inflation indices from BLS, 1987-2018 [72] 

Craft Index 
All Others 2.27 
Boilermakers 2.27 
Bricklayers 2.31 
Carpenters 2.57 
Electricians 2.24 
Ironworkers 2.22 
Laborer 2.4 
Millwrights 2.11 
Operating Engineers 2.24 
Painters 2.5 
Pipe Fitters 2.21 
Sheet Metal Workers 2.28 
Teamsters 2.26 

 

Table 2.5 Material cost inflation indices from the St. Louis Fed, produce price index from 1987-2018 [73] 

Commodity PPI Index Index 
Carbon Steel Piping Iron and Steel 2.18 
Concrete Fill Concrete ingredients and related products 2.75 
Embedded Steel Iron and Steel 2.18 
Reinforcing Steel Iron and Steel 2.18 
Special Steel Liners Iron and Steel 2.18 
Stainless Steel Piping Iron and Steel 2.18 
Structural Concrete Cement 2.51 
Structural Steel Iron and Steel 2.18 
Valves Machinery and equipment-Metal valves 3.08 
Wire and Cable Electronic wire and cable 2.32 
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Two important notes regarding inflation indices. First, since this work began in 2018, inflation has caused 
substantial labor and material cost increases, and in some cases almost 70% higher in 2022 than in 2018. 
However, for the sake of consistency with previous publications, the 2018 cost basis was kept. Second, as 
previously mentioned, we did not apply an above-inflation-nuclear-escalation as done by others. Applying 
such an index implied that We knew what the value of that index should be, but there has been so little 
nuclear construction in the US in the last 40 years, quantifying this index is challenging, resulting in a 
wide range of estimates, from 30-70%, from 1987-2018. It was also unclear if these nuclear cost 
escalations were driven by inflation specific to the industry or supply chain and productivity challenges at 
a few plants. Therefore, the cost estimates presented in this thesis are best viewed relative to one another 
and not as standalone absolute cost estimates of a given architecture. This was consistent with the aim of 
the thesis – to understand the cost driving differences between different reactor architectures.  

2.2.3 Direct cost scaling methods 

There were five different methods available to estimate the cost of the 231 SSCs. The five methods 
applied based on the available information for a specific reactor architecture and the specific SSC. The 
first method came from Towler et al. [74] and applied to vessels, pumps, heat exchangers, and cranes, 
twelve of the 231 SSCs. The equation from Towler et al. was: 

Equation 2.1     𝐶 = 𝐴 ∗ [𝐵 + 𝐷 ∗ 𝑃+] 

Where B, D, and n were constants from a capital cost estimation handbook, A was a nuclear adjustment 
factor, and P was a reference parameter such as mass, flow rate, surface area, or capacity. The nuclear 
adjustment factor came from comparing estimates using Towler’s equations to values in EEDB. Towler 
provided a range of appropriate parameters where the equation was valid, and in some cases, we applied 
the equation outside the appropriate range. Therefore, the nuclear adjustment factor accounted for both 
the increased quality assurance for nuclear grade components as well as the error induced by 
extrapolating these cost curves. The values for B and D from Towler were for CEPCI reference year 
2010, so they were inflated to a 2018 cost basis. They are reported in Table 2.6. The crane parameters 
applied to six different cranes including the fuel cask crane, diesel generator crane, heater bay crane, 
turbine bay crane, fuel crane, and containment crane. The crane parameters were not from Towler, but 
were a least-squares fit to data from EEDB for these six cranes ranging from 1.8-380 tons in capacity.  

Table 2.6 also provides the valid ranges for the curves from Towler and the PWR12 value from EEDB. 
The primary coolant pump was far beyond the valid range, so the nuclear escalation factor, A, accounted 
more for the extrapolation than nuclear cost escalation. However, the vessel and steam generator were 
closer to the valid ranges, so the nuclear escalation factor was a purer representation of the quality 
assurance cost for nuclear SSCs.  

 

 

Table 2.6 Direct cost estimation values for Equation 2.1. Values inflated from Towler et al., except the 
cranes where the values were the result of a curve fit to EEDB data for different cranes. 

 B D n P 
Towler 
range 

PWR12 
value A 

Reactor pressure vessel 13128 38 0.85 mass (kg) 
160-

250,000 
388,636 

34.4 
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Containment vessel (MMNC case) 13128 38 0.85 mass (kg) 
160-

250,000 
- 

34.4 

Pressurizer 13128 38 0.85 mass (kg) 
160-

250,000 
91,663 

12.98 
Primary coolant pump 9054 247 0.92 power (liters/s) 0.2-126 5,968 39.7 
Steam generator 316888 61 1.2 surface area (m2) 10-1,000 5,126 17 
Cranes (6) * 411796 3739 1.26 capacity (tons)   1 

 

The second cost estimation method scaled the reference EEDB costs for PWR12 using a base parameter 
specific to the SSC such as volume, mass, or surface area. This method primarily applied to the Account 
21 Structures and Improvements sub-accounts for formwork, rebar, concrete, and other structure related 
costs. The service air, water, and steam systems used this method and the building volumes as the base 
parameter, as did the control rods with the count as the base parameter, and the waste process systems 
with the primary coolant flow rate as the base parameter. Equation 2.2 shows the relationship where P is 
the base parameter. 

Equation 2.2     𝐶 = 𝐶OO<P ∗ ;
?*./
?,,01

<
+

 

The exponent, n, came from a number of different sources, including Wibowo [75], GIF EMWG [32], 
Saccheri [76], and Towler [74]. Equation 2.2 applied to up to 171 SSCs depending on the level of detail 
known for a given reactor architecture. The exact SSCs where this correlation applied for each 
architecture can be found the supplementary information to this thesis. 

The third method also used Equation 2.2, but the base parameter was either the plant or unit level thermal 
or electrical power. This method applied for any of the 231 costs where the base parameter was unknown, 
so its use varied across the reactor architectures. However, it usually applied to about 30 SSCs.  

The fourth method was a direct cost input. This method was implemented for cases where input costs 
were known using a quote from a vendor or a similar source. This method was useful for the open-source 
applicability of the code but was not used in this thesis. 

The final method simply fixed the SSC costs at the EEDB PWR12 value. This method applied to 20 SSCs 
such as the fire pump house, the technical support center, wastewater treatment, and some environmental 
monitoring systems. EEDB also recommended keeping these as fixed costs when they analyzed a 600 
MWe version of PWR12, called PWR6. In addition, these SSCs were typically low-value SSCs in the 
context of the other cost items. 

The specific method used for any particular reactor architecture’s SSC can be found the supplementary 
information.  

2.2.4 Design specific cost adjustments 

The cost scaling relationships described in Section 2.2.3 only scaled the reference costs in EEDB, but 
some reactors added new systems, eliminated old systems, changed quality assurance requirements for 
some systems, and leveraged new low-cost manufacturing techniques. This section describes how the new 
base costs were adjusted after scaling. 

2.2.4.1 Containments 
The MMNC plant uses a containment vessel that is partial low-carbon steel and partial stainless-steel 
vessel as opposed to a steel lined reinforced concrete containment. To account for this adjustment, 
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Equation 2.1 applied with the values in Table 2.6 for containment vessels. This relationship was very 
similar to the relationship for reactor pressure vessels because the MMNC containment vessel was similar 
in diameter to some reactor pressure vessels. 

The NC-SMR, LPSR, and SM-BWR have standalone steel containments as opposed to steel lined 
reinforced concrete containments. In addition to the PWR12 costs, EEDB reported three-digit account 
costs for the Advanced PWR6 (APWR6) which was a 600 MWe reactor with a standalone steel 
containment. EEDB also reported costs for a PWR6, a traditional Gen III PWR at 600 MWe. The 
Account 212: Reactor Containment building costs for the APWR6 were 2.05x higher than for the PWR6. 
The only difference between these Account 212 costs was the containment structure, so the cost 
escalation was lumped into Account 212.15 Containment Liner. To equal 2.05x higher costs at the three-
digit account level, the five-digit account cost categories were escalated using the values in Table 2.7. To 
benchmark these factors, using them to estimate the cost of the MMNC containment vessel resulted in a 
cost that was within 10% of the containment vessel equation for the LPSR.  

Table 2.7 Account 212.15 Containment liner cost escalations for standalone steel containments. 
212.15 Factory cost factor 212.15 Labor hours factor 212.15 Labor cost factor 212.15 Material cost factor 

3.25 4.86 4.56 28.98 
 

2.2.4.2 Safety strategy: active vs. passive 
Several advanced reactors adopt passive safety systems either to replace their active systems or to work in 
parallel to them. For the LPSR, MMNC, SM-BWR, and NC-SMR, a large pool of water above or around 
the RPV provided long term cooling. The cost of large water tanks was scaled based on the spent fuel 
pool cost in EEDB for the PWR12-ME, and the base unit was the surface area of the pool/tank for the 
given reactor at a cost of $17,866/m2 with linear cost scaling. 

Passive safety systems reduced the functional requirements of Account 24: Electrical Plant Equipment 
because the passive systems required less redundancy and do not require power to perform their 
functions. Inside EEDB, there were cost estimates for a PWR SMR called the PWR6 (~600 MWe PWR) 
and an advanced, passive-safety PWR SMR called the APWR6 [23]. To estimate the electrical equipment 
cost savings from passive safety, we compared the Account 24 costs between these two reactors. Table 
2.8 shows the cost factors (ratios) that applied to passive safety reactor architectures.  

 

 

 

Table 2.8 Account 24: Electrical plant equipment cost savings for passive safety strategy reactors. 
Account & 
Description 

241: 
Switchgear 

242: Station Service 
Equipment 

243: 
Switchboards 

244: Protective 
Equipment 

245: Electrical Structures & 
Wiring Containter 

Ratio 0.55 0.27 0.91 1.01 0.58 
 

Passive safety systems also allowed for significant design simplification of the Account 22: Reactor Plant 
Equipment. For example, the Westinghouse AP1000 notoriously reduced the mass of the reactor coolant 
piping, the number of valves, the linear feet of wire and cable, and other systems. To estimate the value of 
these simplifications, we looked again to the APWR6 and PWR6 and compared the costs of the three-
digit accounts in Account 22. Table 2.9 shows the Account 22 cost reductions due to passive safety that 
applied to all passively safe architectures. These reductions were the ratio of the APWR6/PWR6 costs. 
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Table 2.9 Passive safety systems design simplification cost reductions 
Account & 
Description 

222.12: Reactor 
Coolant Piping 

223: Safeguards 
system 

224: Radwaste 
Processing 

225: Fuel Handling 
& Storage 

226: Other Reactor 
Equipment 

Ratio 0.25 0.71 0.76 0.52 0.50 
 

2.2.4.3 Steel plate composites 
Westinghouse introduced steel plate composites (SPCs) to modularize the shield building for the AP1000, 
and other reactor vendors are now considering adopting the technology as well. We adopted to the SPC 
cost methodology of Champlin et al. that escalated rebar costs by 1.48x for high density reinforced 
concrete, eliminated formwork and cadweld costs, and added in 87 hours of welding and 8 hours of 
operating engineer per SPC [77]. Each SPC was 30 m2. GE has proposed using steel bricks for the 
construction of the BWRX-300 reactor building, but We did not include a cost or labor adjustment for 
this technology, as it is so early in its development.  

2.2.4.4 Design simplifications 
Several of the architectures had structural consolidation as part of their design simplification strategy. For 
example, the LPSR eliminated several structures because of their passive safety systems, such as the 
emergency feedwater pump building, the ultimate heat sink structure, diesel generator building, etc. Both 
the LM-BWR and the SM-BWR did fuel storage in the auxiliary building, eliminating the fuel storage 
building. 

Integral reactor concepts had another set of cost reduction because they eliminated the reactor coolant 
pump, reactor coolant piping, the pressurizer, and the steam generator shell. So, for integral reactors the 
reactor coolant pump and piping costs were set to zero. In Ganda et al.’s report, steam generator costs 
scaled with mass, and EEDB reported that one half of the PWR12’s steam generator mass was the shell 
and the remainder was the tubing. So, integral PWRs had a 50% cost reduction due to eliminating the 
shell cost. Chen et al. reported that the dominate pressurized cost was the vessel and not the spray nozzle, 
relief valve, and heater [78], so We reduced the pressurizer cost by 90% for integral reactors that did not 
have a pressurizer. 

2.2.4.5 Advanced manufacturing 
The Electric Power Research Institute (EPRI) had a research program on nuclear pressure vessel 
manufacturing. The aim of the program was two-fold: reduce the lead time by one half and reduce the 
total cost by 40% [34,35,79]. EPRI developed powder metallurgy, laser cladding, and e-beam welding 
technology for SMR vessels. Though EPRI did not provide specifications for when these technologies 
apply because the focus was SMR vessels, we assumed technical limitations. Therefore, the RPV cost 
reduction by advanced manufacturing lowered costs by 40% for vessels less than 11 cm thick and less 
than 4.2 meters in diameter (see Table 2.10).  

Table 2.10 Integral PWR and SMR vessel cost reduction factors 
Account & 
Description 

222.11 Primary 
coolant pump 

222.12 Primary 
system piping 

222.13 Steam 
generators 222.14 Pressurizer 221.1 Reactor 

Pressure Vessel 
Cost Reduction 100% 100% 50% 90% 40% 

 

2.2.5 Modularization 

Dividing nuclear plants into factory-fabricated modules to lower costs and accelerate construction has 
been the proposed and implemented for the last thirty years. The most successful modularization was the 
ABWR from GE-Hitachi [49], and every SMR vendor plans substantial modularization. Modularization 
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shifts site labor and material cost to factory cost; the question is how much and at what efficiency 
improvement.  

The model allows the user to specify the fraction of site labor and material moved to a factory and the 
increased labor efficiency in doing so. However, we provided a default recommendation based on an 
analysis of modular construction from McKinsey & Company that applied for all reactor architectures 
studied in this thesis.  Figure 2.6 shows that site labor costs can be reduced 25-62.5% while off-site labor 
increases at roughly half the cost of the savings. Material costs can decrease 33% or increase 50%. In 
sum, modularization does not reduce the total project cost, but it does reduce the site labor which can 
accelerate the construction time resulting in financing cost savings. Chapter 4 explored the full range of 
these uncertainties, but the deterministic methodology built in this chapter assumed a 50% reduction in 
site labor. That site labor cost was moved to the factory at twice the efficiency, so 25% of the original site 
labor cost was added to the factory cost. The cost of building the factory was also a contributor to the total 
cost. McKinsey suggested this came to 5-15% of the total project cost which was reasonable given the 
$210M Westinghouse and the Shaw Group had originally intended to invest in factory module production 
facilities in Louisiana [80]. So, 10% was added to the total cost in the factory cost category. These 
assumptions were similar to recommendations from GIF EMWG [32]and Lyons et al. [81]. 

 

 
Figure 2.6 Construction costs and how modularization shifts costs, from McKinsey & Company [59] 
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2.2.6 Learning-by-doing 

Learning-by-doing has been an effective means to reduce construction costs of nuclear power plants. By 
having the same construction crew fabricate, construct, and install equipment for multiple units, the crew 
gains experience and performs each task more quickly using less resources. This effect has primarily been 
observed in factories. Duffey conducted a broad review of learning-by-doing, analyzing gas turbines, 
wind turbines, small airplanes, and other industrial equipment. Across all these industries, he observed a 
16% learning rate. Learning rate refers to the cost reduction for every doubling of production. Equation 
2.3 describes how the learning rate, r, is applied for cost reductions from unit number C0 to CN.  

Equation 2.3    5-
52
= 𝑁(%)3(KM,) 

Less often, but still occasionally, the learning rate model is applied to construction projects. Because site 
crews can change entirely from site-to-site, and learning gains can reset, learning rates for construction 
projects are typically much lower than for factories. For example, a University of Chicago study 
suggested a 3-10% learning rate was appropriate for nuclear construction projects [82], and Lyons et al. 
used a range from 2-15% [81]. The data from Lovering et al. presented in Chapter 1 showed negative 
learning rates for many reactor series [10]. Berthelemy and Escobar Rangel showed that learning rates 
were positive conditional on design standardization and that each plant was built by the same architect-
engineering firm [27]. Therefore, we look to the two most consistent reactor series with available cost 
data for quantifying nuclear learning rates, the French P4 series and the Korean OPR-1000 series. Figure 
2.7 shows the overnight capital costs for reactors built in these series normalized to the first-of-a-kind 
(FOAK) plant, data from Lovering et al. Both the P4 and the OPR-1000 series were built in pairs, and the 
costs for each reactor were not reported independently, so the site costs were equally divided between the 
pair, and the data in Figure 2.7 reflects this. Interesting, there was minimal cost reductions after the 8th-
OAK, and in the case of the OPR-1000, there were cost escalations afterward. The ETI report indicated 
most learning effects occur in the first four plants which was consistent with these data [9]. Cost 
reductions did not exceed 29% of the FOAK cost for either reactor architecture. 

The thesis considered several approaches to modeling learning effects. The first was a simple 
implementation of Equation 2.3. Minimizing the root mean square error (RMSE) to find the optimal 
learning rate, r, resulted in the “Learning model” curve in Figure 2.8. The learning rate was 6.1%. The 
second implementation added a threshold that limited the maximum cost reduction from learning by 
doing. In this case, the learning rate was 8.6% and the threshold limited cost reductions to 19% of the 
FOAK cost. The basic learning model had an RMSE of 0.072, and the learning model with a threshold 
had an RMSE of 0.066, a marginal improvement.  

In both implementations there was not a pathway to implementing the higher learning rates expected for 
system and structural modules that moved site labor offsite. EEDB reported costs as Factory, Labor, and 
Material, so We estimated learning rates for each cost category independently. The PWR12-ME factory, 
labor, and material costs were 45%, 43%, and 14% of total direct costs, and the PWR12-BE breakdown 
was 57%, 31%, 12% respectively. The direct cost reduction from the PWR12-ME to the PWR12-BE was 
24% which was very aligned with the FOAK to NOAK cost reductions for the OPR-1000 and P4 series.  

There were now six unknowns: the learning rates and thresholds for factory, labor, and material costs. To 
avoid over-fitting the data, four of the unknowns were based on the EEDB data and analysis from Duffey. 
The factory learning rate was set to 16% with no threshold, consistent with Duffey’s observations. 
However, from the PWR12-ME to PWR12-BE plants, the factory costs only reduced 2.5%. This was 
likely because the factory components were not new, so they did not start at N = 1 on the learning curve. 
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To limit the cost reductions for factory equipment, N started at 100 which was 2.2% cost savings by 
N=110 and 4.3% by N=120. This was reset for new systems that were newly modularized where N started 
at 0. The thresholds for labor and material costs came from the PWR12-ME to BE experience as well. 
Labor costs for PWR12-BE were 45% lower than PWR12-ME, and material costs were 27% lower, so the 
thresholds were set at 55% and 73% respectively.  

The same RMSE minimization routine solved for the labor and material learning rates matching the 
learning curve to the OPR-1000 and P4 data. The labor learning rate was 13.1%, and the material learning 
rate was 7.1%. As a secondary benchmark, the factory, labor, and material cost breakdown at the 20-OAK 
was identical to the PWR12-BE breakdown, and the 10-OAK breakdown was very similar with 54% 
factory costs, 33% labor costs, and 12% material costs. The model performed worse than the standard 
learning model with a threshold, with an RMSE of 0.076, but it permitted modeling modularization cost 
savings, so it became the baseline model for the remainder of the thesis. Table 2.11 summarizes the model 
parameters for the “EEDB based aggregate learning model”.  

 
Figure 2.7 Cost reductions over time from the first-of-a-kind plant to N-of-a-kind plants for the OPR-

1000 and P4 reactor series. Data from Lovering et al. [10] 
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Figure 2.8 The basic learning model implementation, with a 6.1% learning rate; the learning model with 
maximum cost reduction limitation, with a learning rate of 8.6% and cost reduction limit of 0.81; and the 

EEDB based aggregate learning model. 

 

Table 2.11 EEDB based aggregate learning model parameters 
 Factory 

Cost 
Labor Hours Labor Cost Material Cost 

N0 100 1 1 1 

Learning rate, r 16% 13.1% 13.1% 7.1% 
CN/C0 Limit 0 55% 55% 73% 

 

2.2.7 Indirect cost estimation 

Indirect costs accounted for 53% of total overnight costs for PWR12-ME and 38% of overnight costs for 
PWR12-BE (original 1987 costs, not inflated), so they were an important cost driver to quantify. The 
EEDB indirect costs included construction services, engineering services, home office services, field 
supervision, and field offices. It also included temporary roads, parking, laydown area, quality assurance, 
security, insurance, payroll taxes, startup costs, and construction tools. Notably, that excluded what others 
include, specifically: owner’s land costs, property taxes, financial management costs, and owner’s project 
management costs. However, these excluded costs were site specific and not generalizable, so they were 
kept from the overnight cost estimation methodology. 

To estimate the indirect costs, we analyzed the direct and indirect cost escalations and correlations from 
PWR12-ME and PWR12-BE. The basic model form was: 

Equation 2.4   𝐼𝑛𝑑𝑖𝑟𝑒𝑐𝑡_𝑐𝑜𝑠𝑡: = 𝐷𝑖𝑟𝑒𝑐𝑡_𝑐𝑜𝑠𝑡2 ∗ 𝐹: ∗ 𝐸: 

Where x was factory, labor, or material costs. F was a scaling factor to capture what the primary 
correlation driving the cost, and E was an escalation factor to capture a secondary effect that increased 
costs. Indirect labor costs were mostly temporary construction facilities which likely scaled with the 
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volume of site labor, so Direct_costy was Direct_costlabor. For both PWR12-ME and PWR12-BE, the 
indirect labor costs were 36-38% of the direct labor costs, so the Flabor was set 0.36 and Elabor to 1.  

Indirect material costs were mostly major construction equipment and tools purchases and maintenance 
which likely scaled with the volume of site material cost, so Direct_costy was Direct_costmaterial. For 
PWR12-BE, indirect material costs were 79% of direct material costs, but for PWR12-ME they were 
95%. However, the PWR12-ME averaged 33% more workers onsite during construction than the 
PWR12-BE, so they likely purchased more equipment to match the increased staff. Therefore, Fmaterial was 
set to 0.785, and Ematerial was 33% or a given reactor architecture’s average number of works relative to 
the PWR12-BE. 

Indirect factory costs were mostly field supervision and quality assurance, so they likely scaled with the 
direct site labor costs not direct factory costs, so Direct_costy was Direct_costlabor. For PWR12-BE 
indirect factory costs were 132% of direct labor costs, but similar to material costs, the PWR12-ME 
relationship was higher at 190%. The construction duration for PWR12-ME was 36% longer than the 
PWR12-BE duration, and this likely escalated the indirect costs accordingly. Therefore, Ffactory was set to 
1.32, and Efactory was 36% or a given reactor architecture’s construction duration relative to the PWR12-
BE.  

Table 2.12 summarizes the indirect cost scaling parameters. This model formulation was highly sensitive 
to the construction duration. A longer duration escalated the indirect factory costs, but lowered the 
average number of workers, decreasing the indirect material costs. Figure 2.9 graphically shows the 
impact of a varying construction duration for a given set of fixed direct costs on the indirect cost 
elements. These data were for the PWR12-ME in 1987 USD. Interestingly, there was a period where 
indirect costs were insensitive from about 35-75 months, but extended delays can cause indirect cost 
escalations over 40%. Therefore, knowing the construction duration was a critical input to the model, so 
at this stage, durations were taken from vendor estimates, but Chapter 3 describes a methodology for 
estimating the construction duration for a particular plant, so from Chapter 3 onwards this thesis used the 
independent estimates. 

Table 2.12 Indirect cost scaling parameters for Equation 2.4 
 Direct_costy Fx Ex 

Site labor cost Direct_costlabor 0.36 1.0 

Site labor hours Direct_costlabor  0.36 1.0 

Site material cost Direct_costmaterial 0.79 1.33, 456	89:;<	=>5?:@5	#	BC?D5?E
8BFGH	IJ	=>5?:@5	#	BC?D5?E

 

Factory equipment cost Direct_costlabor 132% 1.36, 456	89:;<	KC;E<?LM<NC;	ONP5
8BFGH	IJ	KC;E<?LM<NC;	ONP5
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Figure 2.9 Demonstration of how the indirect cost elements change for varying construction duration. 

These data were for the PWR12-ME in 1987 USD. 

 

2.3 Overnight capital cost results 

The following sections present the cost results starting from intermediate and input SSC values and then 
total direct and indirect costs. The input values discussed are reactor plant equipment details such as RPV 
mass, reactor coolant pump (RCP) power, and steam generator (SG) heat transfer area. The full detailed 
input files are available in the supplementary information to this thesis. The intermediate values are 
concrete volumes and turbine costs. The full detailed cost breakdowns are available in the supplementary 
information. Table 2.13 summarizes the modularity, safety, integral reactor, and manufacturing 
assumptions for the eight reactor architectures.  

 

 

 

 

Table 2.13 Summary of assumptions for eight reactor architectures 
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NC-SMR 

Containment structure, reactor equipment, main heat 
transport system, turbine equipment, reactor 
instrumentation and control No Yes Yes 

DC-PWR - No No No 
LASR - No No No 

LM-BWR 

Reactor building, reactor equipment, safeguards 
systems, reactor instrumentation and control, turbine 
equipment, electrical equipment No No No 

SM-BWR 
Containment structure, reactor equipment, reactor 
instrumentation and control, turbine equipment No Yes No 

 

2.3.1 Structures, systems, and components comparisons 

The specific SSC design and cost data discussed are the total and safety grade concrete, the RPV, the 
RCP, the SG, the reactor building (RB), the containment liner, and turbine equipment costs.  

2.3.1.1 Concrete volumes and structures cost 
To estimate the cost of structures, we calculated the total volume of safety and non-safety grade concrete 
for each of the eight architectures. Some of these values were a valuable benchmark against previous 
publications shown in Figure 2.1. Figure 2.10 shows the total concrete volume per MWe benchmarked 
against the values from the 2018 FoN and Peterson et al. The FOAK estimates come from scaled PWR12-
ME volumes, and the NOAK estimates comes from scaled PWR12-BE volumes. The higher PWR12-ME 
volumes accounted for rework. The MMNC reference value was for a 12x50 MWe plant, so We updated 
the reference value to be for a 12x74 MWe plant. There was strong agreement between the reference 
concrete volumes and the NOAK volumes We estimated as part of the cost analysis.  

Figure 2.11 shows the total and safety grade concrete usage in thousands of cubic meters. The eight 
reactor architectures varied widely in concrete usage in their structures. For example, the LPSR was 
designed specifically to reduce building and concrete volumes, and as a result, it had a low concrete 
volume and the lowest concrete volume per MWe. The NC-SMR had the lowest overall concrete volume 
but the second highest concrete volume per MWe due to the loss of economy of scale. The MMNC used 
the highest amount of concrete per MWe of all plants due to the very large size of the reactor building. 
Interesting to note that despite having a wide variation in absolute concrete usage, the concrete volume 
per MWe was similar for all architectures except the PWR12 and LPSR. The LASR, DC-PWR, and LM-
BWR had high volumes of safety grade concrete due to the very large auxiliary buildings surrounding the 
reactor buildings. 

The structural steel mass for each reactor architecture is in Figure 2.12. These values include the 
reinforcing steel (rebar), structural steel, and embedded steel.  For the LPSR, NC-SMR, and SM-BWR 
the mass of the containment vessels was included as well. Similar to the concrete volumes, the LPSR 
design strategy to minimize the civil structures resulted in the minimum steel mass per MWe. In stark 
contrast to the steel mass NuScale report to MIT for the 2018 FoN Report, the MMNC plant required the 
highest mass of steel per MWe – even compared to the smaller reactors such as the NC-SMR and SM-
BWR.  

Concrete volumes were not perfect predictors of cost. Figure 2.13 shows the Account 21: Structures and 
Improvements cost for the eight reactor architectures. The strongest correlation was between safety grade 
concrete and cost, recognizing that the economy of scale lowers the Account 21 cost for some of the high 
concrete volume designs. There are some Account 21 costs that cannot be eliminated or reduced with 
smaller reactors, such as the fire house, security building, water and waste treatment, etc. Therefore, even 
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with large volumes of concrete, the DC-PWR, LASR, and LM-BWR can achieve costs only marginally 
higher than the other reactors. Further, reactor containment strategy significantly affects costs. For 
example, the LPSR had the lowest concrete volume per MWe by at least 40%, but this resulted in only a 
4% lower Account 21 cost per kWe due to the higher cost of the standalone steel containment. In Figure 
2.13, the cost of the containment vessels for the MMNC plant are shown with a faded color because some 
may not consider these structures costs. The MMNC containment vessels were modular, factory 
fabricated, and e-beam welded, so the higher learning rate can be observed in the significant reduction 
between the FOAK and 10-OAK costs, especially when compared to the cost reductions for the other 
architectures. 

Figure 2.14 compares the concrete volume and steel mass usage to the Account 21: Structures & 
Improvements costs for the eight reactor architectures. The correlation was stronger for steel than 
concrete because steel was the more expensive material and required more labor. For both commodities, 
the correlation breaks down for the SMRs: NC-SMR and SM-BWR. At the smaller power capacities, 
even if the structural materials have scaled reasonably well with power rating, other Account 21 costs 
such as HVAC equipment, formwork, ductwork, etc. account for a larger portion of the cost.  The MMNC 
was also off the primary trend, but if the containment vessel (CV) mass and cost were included, the 
MMNC was closer to the trend. 

 
Figure 2.10 Concrete volume usage per MWe of plant capacity. Reference values from the 2018 FoN 

report [5] and Peterson et al. [52]. MMNC scaled to new capacity of 888 MWe from 600 MWe. 
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Figure 2.11 FOAK concrete volume for eight reactor architectures 

 
 Figure 2.12 FOAK and NOAK steel mass for the eight reactor architectures. Reference values from the 

2018 FoN Report [5]. 
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Figure 2.13 A.21 Structures and Improvements specific direct cost per kWe. The faded region for the 

MMNC is the containment cost which may not be considered a structure.  

  
Figure 2.14 FOAK material use and structures costs. Left: Account 21: Structures & Improvements 

cost plotted against the concrete volume. Right: Account 21: Structures & Improvements cost plotted 
against the steel mass. Note: R2 includes the MMNC datapoint with the containment vessel. 
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case of the MMNC where the containment was a vessel and are shown in Figure 2.15. Even with this 
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secondary containment structure over the roof of the reactor building that did not have a steel liner. The 
DC-PWR secondary containment was a notable feature because the basic cost scaling relations used here 
project a low cost for the added safety benefit, but the costs presented here did not account for the added 
difficulty in constructing some structures over others that escalates costs beyond simple relations. The 
LM-BWR reactor building was wholly inside the auxiliary building, so the auxiliary building cost was 
included as a secondary RB in Figure 2.15. 

Figure 2.16 has the containment liner costs which were sub-components of the reactor building costs 
except in the case of the MMNC where the containment was an additional cost. The NC-SMR had the 
most expensive reactor building and containment cost per unit capacity, but the second lowest absolute 
cost reactor building at $151M. In contrast, the MMNC had the most expensive RB at $760M, and the 
LPSR and MMNC had the most expensive containment costs, both at $380M. 

 
Figure 2.15 Reactor building FOAK specific costs ($/kWe). The DC-PWR had a secondary containment 
over the roof of the primary reactor building, and the LM-BWR reactor building was inside the auxiliary 

building, so these secondary structures were included in pink.  

 
Figure 2.16 Containment liner or structure FOAK specific cost ($/kWe).  

2.3.1.2 Reactor equipment details and costs 
According to Ganda et al., the top three costs inside Account 22: Reactor Equipment Costs accounted for 
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(RCP), and the steam generators (SG).  The RPV cost scaled with mass, the RCP cost scaled with count 
and power, and the SG cost scaled with count and heat transfer area.  

The BWRs had much higher mass RPVs than the PWRs simply due to the power density of the reactor 
core. The LM-BWR vessel was more than double the mass of the next largest vessel which was the 
LASR. The DC-PWR and LASR vessels were very similar in mass, but the DC-PWR vessel produced 
18% more power, so the cost per kWe was much lower. The MMNC had the most expensive vessel per 
kWe because the vessel was 26% lighter than the LPSR vessel but each MMNC module only produced 
7% of the power of the LPSR. Some of the higher cost was offset by the advanced manufacturing 
methods developed by EPRI and some by learning by doing. The learning cost reduction for installing 12 
modules lowered the labor costs by 28%, the material costs by 16%, and the factory costs by 33% for the 
RPV. Absent these factors, the MMNC vessel cost would have been 2.5x higher. 

 
Figure 2.17 RPV mass and FOAK cost for the eight reactor architectures (includes vessel, internals, 

supports, and transport costs) 

The SG was one of the only SSCs with a cost scaling exponent greater than one, thus having negative 
economies of scale. Negative economies of scale mean that it was more cost effective to have multiple 
smaller SGs than fewer large ones. However, there are knock-on effects to SG size such as RB crane size 
and spacing inside the RB that might drive a designer to choose a costlier SG design. The PWR12 and 
DC-PWR had four SGs, the MMNC had one SG per reactor, and the rest had two SGs. Figure 2.18 has 
the SG costs. The BWRs had no SGs, somewhat making up for the lower core power density and high 
vessel costs. The MMNC plant had an integral RPV and SG, so it did not have a separate vessel for the 
SG – resulting in lower SG costs that somewhat offset the higher vessel cost. The MMNC SG was a 
helical coil type SG instead of a traditional U-Tube steam generator. Ganda et al. noted that SG costs 
were more mass driven than design driven. As such, the cost estimate methodology assumed the same 
heat transfer area-based scaling from a shell and tube type SG. Nevertheless, manufacturing costs may be 
higher for this novel SG type. The four-SG architecture of the PWR12 and DC-PWR led to lower costs 
than the two-SG architecture of the LPSR and DC-PWR. The lost economy of scale raised the NC-SMR 
costs.  
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Figure 2.18 FOAK steam generator costs for the eight reactor architectures 

The RCP costs and powers did not vary significantly among the architectures except the natural 
convection plants did not have them and the LM-BWR had much smaller internal recirculation pumps. 
Figure 2.19 has the RCP power demand and costs. The pumps were similar in power as well, so the 
economy of scale drove much of the cost variation. The LM-BWR had ten low power internal 
recirculation pumps that were much lower cost than the large RCPs for PWRs.  

 
Figure 2.19 RCP power and FOAK costs for the eight reactor architectures 

The Account 22: Reactor Plant Equipment costs in Figure 2.20 show that the net result of these primary 
system SSC costs led to the SMRs having the highest FOAK costs. However, modularization greatly 
increased the learning rate of the SMRs, so the NOAK costs were near the NOAK costs for the PWR12, 
LPSR, and LASR. The LM-BWR had the lowest cost by balancing simplicity, modularization, and 
economies of scale, and the DC-PWR also had low reactor equipment costs due to economy of scale. 
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Figure 2.20 Account 22: Reactor plant equipment costs for the eight reactor architectures 

2.3.1.3 Sensitivity of RPV and reactor building height to cost 
All the U.S. leading LWR SMRs operate with natural circulation. In general, natural circulation gives rise 
to tall RPVs resulting in tall reactor buildings. To quantify the sensitivity of costs to the height of the 
reactor building, we considered a case where the SM-BWR was assumed to be designed with a 2-meter-
tall core as opposed to the planned 4-meter core. A 2-meter shorter fuel height, results in a 3-meter shorter 
RPV, and an 8-meter shorter reactor building because the control rod drive mechanisms are shorter, and 
the bottom of the vessel requires less space. The shorter RPV lowered RPV cost by 11%, Account 22: 
Reactor Plant Equipment costs by 3.6% ($35/kWe or $10M) for the FOAK plant. Account 21: Structures 
& Improvements costs decreased 5% ($61/kWe or $18M). The total direct cost savings was $28M, and 
the total direct and indirect cost savings was $54M.  

2.3.1.4 Turbine costs 
The turbine costs were also very similar across the reactor architectures despite large variations in power 
capacity and economy of scale. Modularization of the SMR turbines (MMNC, NC-SMR, and SM-BWR) 
lowered the cost, and learning by doing for the twelve module MMNC plant lowered turbine factory costs 
an additional 33% for the FOAK. Other strategies for lowering turbine costs include eliminating the 
feedwater heating system to simplify the turbine piping and equipment as the NC-SMR does. Account 
234: Feedwater Heating System was typically 13% of Account 23 costs, so eliminating this system 
lowered the Turbine Plant Equipment costs by 13% for the NC-SMR ($13M or 2% of direct costs). There 
is also potential for cost savings by using “off the shelf” turbines that OEMs produce more regularly. 
However, these “off the shelf” turbines typically have significantly different steam conditions (565°C as 
opposed to 290°C and >150 bar as opposed to 35 bar) because they are placed inside combined cycle gas 
turbines. Thus, this may be a better cost reduction strategy for high temperature reactors. 
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Figure 2.21 Turbine generator and other turbine equipment FOAK costs for the eight reactor 

architectures 

2.3.2 Benchmarks 

Table 2.14 shows the overnight cost benchmarks between these estimates and other public estimates. 
These were intentionally not labeled validation or verification because nuclear project costs are site 
dependent and volatile, but they provided a valuable benchmark that the methodology was appropriately 
capturing cost trends.  

The LPSR reference FOAK cost estimate came from a report by the NEA which was very close to the 
estimate, but the realized cost was much higher than both estimates. Recall that the FOAK cost estimates 
did not include the effects of an inexperience workforce, an incomplete design, and a novel supply chain, 
so they were termed a “best-case” FOAK estimate.  A RAND Corporation report on megaprojects from 
Merrow et al. conducted an extensive regression analysis on a database of large infrastructure projects 
including nuclear projects. Their work stated that projects with FOAK construction technology can expect 
59% cost escalations on average, and projects that face regulatory issues can expect 78% cost escalations 
on average [83]. Others have suggested that all large infrastructure projects face significant cost 
escalations due to optimism bias and/or management challenges [84,85]. These were additional reasons 
that the estimates produced in this thesis are best considered relative to one another as opposed to 
standalone estimates. Section 2.6 and Chapters 3 and 4 explored the megaproject risks associated with 
each project. The FOAK – China estimate for the LPSR came from assuming labor rates in China were 5-
18% of US labor rates [5], that 30-50% of factory costs were labor costs [78], and commodity prices were 
up to 25% lower [86]. These two benchmarks suggested that both the total cost estimates were on track 
and that the breakdown of material, labor, and factory costs was reasonable. 

The LASR benchmark came from the Barakah site in the United Arab Emirates (UAE). These four 
reactors were not the first four APR1400s constructed, but they were the first four in the UAE, so We 
treated them as a FOAK project. To make the comparison, we averaged the FOAK to 4-OAK cost 
estimates for the LASR. This estimate was not corrected labor and material indices because it was more 
difficult to find concrete labor and material indices for the UAE, but an international construction cost 
index from Arcadis indicated that UAE construction costs are 85-105% of US construction costs [87]. 
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The MMNC benchmark came directly from a NuScale Power press release to World Nuclear News after 
announcing their power uprate from 60 to 77 MWe modules. This estimate from NuScale was similar to 
an estimate by Black et al. [60] that estimated $3,466/kWe for the 60 MWe module version which would 
be $2,700/kWe for the uprated version. In a press release to World Nuclear News, NuScale indicated the 
power uprate lowered specific costs $750/kWe – similar to $840/kWe savings estimate in this work. 
Black et al. also estimated the NuScale plant cost by scaling the EEDB PWR12 costs, but in their work 
several EEDB costs were replaced by proprietary vendor estimates provided by NuScale. The two-digit 
accounts with the greatest differences between my estimate and that of Black et al. were Account 21: 
Structures and Improvements and Account 23: Turbine Plant Equipment. We included the containment 
vessel in Account 21 which may explain some of the difference, but then the primary difference would be 
in Account 22: Reactor Equipment where Black et al. cites the proprietary data. Also, Black et al. 
reported that the NuScale Account 21 costs were lower than the PWR12 costs which seems unlikely given 
the vast amount of concrete required for the MMNC reactor building (see Figure 2.11 and Figure 2.13).  

The Energy Policy Institute of Chicago updated a 2004 cost estimate from TVA for the ABWR to be 
$2,800/kWe in 2010 USD ($3,200/kWe in 2018 USD) [88]. However, this estimate included $1,000/kWe 
in contingency and owner’s costs, and owner’s costs were excluded from the estimates in this thesis.  

A report from Pricewaterhouse Coopers LLP stated that GE-Hitachi and Ontario Power Generation would 
spend $2B (Canadian dollars) over seven years in Canada to deploy a FOAK BWRX-300 [89]. Assuming 
these were all plant costs, that would be $5,520/kWe – within 9% of the $6,089 estimated here.  

Table 2.14 Overnight capital cost benchmarks 
 Cost Estimate 

($/kWe) 
Similar reference cost estimates 
($/kWe) 

Similar realized costs 
($/kWe) 

Large Passive Safety 
PWR (LPSR) 

4,290 
(FOAK - US) 
1,700-2,200 

(FOAK – China)  

4,300 [8] 
(AP1000 - Vogtle) 

2,044[8] 
(AP1000 – Sanmen) 

8,600 [8] 
(Vogtle) 
3,154 [8] 
(Sanmen) 

Large Active Safety 
PWR (LASR) 

4,900 
(First 4-unit average, US 

basis) 

4,358 [90] 
(APR1400 4-unit average - Barakah)  

Multi-module SMR 
(MMNC 12x74 
MWe) 

3,590 
(10th-OAK) 

2,850 [62] 
(NuScale, NOAK)  

Multi-module SMR 
(MMNC 12x57 
MWe) 

4,430 
(10th-OAK) 

3,600 [62] 
(NuScale, NOAK)  

LM-BWR $2,550 
(10th-OAK) 

$3,200 [88] 
(ABWR, NOAK)  

SM-BWR $6,089 
(FOAK) 

$5,520 [89] 
(BWRX-300, FOAK)  

 

2.3.3 Results 

This section presents the total, direct, and indirect overnight costs for the eight reactor architectures, as 
well as the cost reductions due to learning-by-doing for the first 10 plants. 

2.3.3.1 Best-case FOAK & 10-OAK estimates 
Recall that the FOAK estimates produced here were considered “best-case” FOAK costs. These only 
accounted for the median cost overruns experienced in the 1970s and 1980s, and, therefore, much higher 
cost overruns were possible. The 10-OAK costs resulted from the learning model applied over ten plants.  
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Figure 2.22 has the overnight direct costs for the FOAK and the 10-OAK costs. First, there was not 
significant variation in direct costs among the large single unit LWRs. The FOAK LPSR was 10% lower 
cost than the PWR12, and the DC-PWR and LM-BWR were 7% and 5% lower cost, respectively. The 
LASR was 14% higher cost because the SSCs were similar in size to the DC-PWR SSCs but at a lower 
power capacity. The MMNC, NC-SMR, and SM-BWR had 45%, 75%, and 47% higher FOAK cost than 
the PWR12, respectively. By the 10-OAK, the MMNC, NC-SMR, and SM-BWR only had 10%, 50%, 
and 24% higher direct costs than the PWR12, respectively. So, learning by doing closed some of the 
direct cost gap because the total effective learning rate was higher for the more modular plants. 

The LM-BWR and the MMNC had the greatest FOAK to 10-OAK direct cost reduction with 36% and 
40% reductions, respectively. The LPSR, DC-PWR, LASR, and PWR12 had the smallest direct cost 
reductions, all near 20%. These FOAK to 10-OAK cost reduction variations were due to the enhanced 
learning by doing effect for more modular plants.  

 
Figure 2.22 Overnight direct costs for the eight reactor architectures 

Indirect costs heavily depended on the construction duration estimate, as shown in Figure 2.9, and 
therefore, reducing indirect costs was both a function of reducing the direct costs and the construction 
schedule. Reducing construction times for the 10-OAK showed the greatest reduction in indirect costs, 
such as the LPSR with a 44% reduction in indirect costs. Other more modular plants such as the MMNC 
and LM-BWR only reduced indirect costs 25% and 37%, respectively. This was because the high degree 
of modularization in these plants lowered the site supervision and construction durations for the “best-
case” FOAK. The DC-PWR had the smallest decrease in indirect costs because Framatome claimed a 40-
month FOAK construction timeline for the EPR, so there was only marginal room for improvement. 
These assumed construction schedules were revisited in Chapter 3, and the indirect cost estimates were 
updated. Specifically, the DC-PWR duration estimate was 50-100% longer than the estimate given by 
Framatome, so the DC-PWR indirect cost in Figure 2.23 likely underestimate the indirect costs. Clearly, 
this claim was proven untrue, and the FOAK schedule was significantly longer. Chapter 3 explored 
construction times, and their indirect cost impacts more thoroughly. 
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Figure 2.23 Overnight indirect costs for the eight reactor architectures.  

Figure 2.24 has the total overnight costs for the eight architectures. The LM-BWR was the lowest cost 
both FOAK and 10-OAK, and the NC-SMR was the most expensive in both cases. The MMNC’s lost 
economy of scale was mitigated by the intra-plant learning rate for multiple reactors and turbine systems. 
However, in the case of the SMRs, the proper comparison is the cumulative cost for equivalent capacity 
deployed which is discussed in the following section. 

 
Figure 2.24 Overnight total costs for the eight reactor architectures 

2.4 Cumulative capacity and cumulative cost 

One of the SMR cost saving factors discussed by Carelli et al. and the IAEA were the financial aspects 
from sequential deployment. Constructing 5-10 smaller reactors puts less total capital at risk at any given 
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point in time and leverages learning rates. So, Figure 2.25 shows the cumulative cost for sequential 
deployments of the eight reactor architectures.  

For very large deployment markets, greater than 3-4 GWe of cumulative demand, the LM-BWR and 
LPSR were the unequivocally the lowest cost options. However, the cost-optimal choice becomes less 
clear at lower cumulative demand capacities. For example, in Figure 2.26, we see that although the SM-
BWR had a higher overnight capital cost (both FOAK and 10-OAK) than the MMNC plant, the learning-
by-doing effect of sequential deployments meant the SM-BWR was the lower cost option for all cases. 
This was similarly true of the SM-BWR and the LASR, where the LASR had a lower FOAK cost, but the 
cumulative deployment cost for ~1400 MWe of capacity was lower with five SM-BWRs than a single 
LASR. In both cases, the SM-BWR never required deploying more than $1.8B in capital, the cost for the 
FOAK plant. In contrast, the FOAK MMNC required $5B and the LASR required more than $7B. The 
risk of megaproject style cost overruns escalates dramatically at this higher cost points. The NC-SMR 
remained the most expensive option compared to the other reactors but by the 3-OAK required less than 
$1B to deploy each sequential unit. Six NC-SMRs required $6.6B to deploy 1.1 GWe of capacity 
compared to a single LPSR for $4.8B, but the risk profile for FOAK cost overruns and delays was much 
larger for the LPSR. This chart was revisited in Chapter 5 considering above-median FOAK cost overrun 
risks.  

 
Figure 2.25 Cumulative cost and capacity for sequential deployments of each reactor architecture. Only 

includes the overnight costs. After calculating the construction durations, this plot was recreated to 
include IDC in Chapter 3. 
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Figure 2.26 Zoomed-in cumulative cost and capacity for sequential deployments of each reactor 

architecture. Only includes the overnight costs. After calculating the construction durations, this plot was 
recreated to include IDC in Chapter 3. 

2.5 MMNC design variations 

Giving designers insight into the consequences of different design options was one of the intended 
purposes of developing the cost estimation tool. With design-specific cost information, designers can 
make more cost-optimal design decisions. To demonstrate this capability, we explored four different 
versions of the MMNC architecture: 12x57 MWe plant (representative of a previous version of the 
NuScale plant), the uprated 12x74 MWe plant, a 6x74 MWe plant, and a 12x74 MWe plant that replaced 
the passive safety systems with active ones.  

Structurally, nothing changes for the 57 MWe module plants compared to the 74 MWe module plant, so 
the size of the reactor, waste process, control room, turbine and other buildings remained unchanged. 
Similarly, the size of the RPV, SG, containment vessel, and safety cooling pool were the same. For the 6-
module plant, the reactor and turbine buildings decreased from 107 meters long to 88 meters long. The 
19-meter decrease was roughly the width of three module bays. Instead of two turbine buildings, the 6-
module plant only had one turbine building. The active safety MMNC plant eliminated the reactor 
building pool liner and introduced safety injection systems, residual heat removal systems, and 
combustible gas control. There was one system per reactor module in the plant. Further, the active safety 
plant required safety grade electrical plant equipment.  

I compared these four designer variations on several cost metrics: overnight cost, overnight cost per kWe, 
two-digit account cost, and cumulative cost for cumulative capacity. The first comparison, in Figure 2.27, 
showed that the overnight absolute cost was not substantially different for the three 12 module 
architectures. The 12x57 plant was 5% lower cost ($250M) than the 12x74 plant, and the 6x74 plant was 
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34% lower cost ($1.7B). The power uprate from 57 to 74 MWe modules came at almost no additional 
cost. Despite having 50% less modules, the cost did not decrease 50% because there were significant 
shared structural space and systems. Therefore, Figure 2.28, which has the overnight cost per kWe 
capacity, shows significantly higher costs for the 12x57 plant (+24%) and the 6x74 plant (+33%). Figure 
2.29 shows the two-digit account breakdown of direct costs, and Account 21: Structures & Improvements 
accounted for most of the cost escalation for both the 12x57 MWe and 6x74 MWe plants. This implied 
that structures were the least scalable cost for reactor plants – recall the RB shrank only 20% despite 
removing half the modules. The 6-module plant cost $3.3B for the FOAK, and $2.1B for the 10-OAK, 
not quite into megaproject risk-free territory, but closer than either 12 module plant.  

The active safety MMNC plant cost was essentially equal the reference passive safety plant. The costs in 
Figure 2.27 and Figure 2.28 are only different by 1-1.5% or about $55M. The two-digit cost breakdown in 
Figure 2.29 gives better insight into how the costs were redistributed for the active safety version. The 
Account 21: Structures & Improvements costs were 11% lower ($342/kWe) due to the elimination of the 
reactor building pool. The Account 22: Reactor Equipment costs were 8% higher ($132/kWe) due to the 
added safety systems, and the Account 24: Electrical Equipment were 86% higher ($36/kWe) due to the 
necessary redundancy and safety graded equipment. In net, these effects make the active/passive safety 
strategy decision unclear, so Chapters 3 and 4 explore the construction and risk impacts of these design 
variations. 

Figure 2.30 shows the cumulative cost for cumulative installed capacity for the four MMNC variations. 
Interestingly, the 12x57 and 6x74 plants follow almost an identical trajectory, but the 6x74 plant requires 
less capital deployed at any given time. The active and passive safety 12x74 MWe versions also followed 
very similar trajectories. The FOAK cost differences between the 6x74 and 12x74 plants was 33%, but 
cumulative cost difference to install 7 GWe was only 16% different ($5B), so the learning-by-doing of the 
smaller plant was able to close the gap while lowering the overall financial risk.  

 
Figure 2.27 Overnight cost in millions of dollars for the four MMNC variations 
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Figure 2.28 Overnight cost in $/kWe for the four MMNC variations 

 

Figure 2.29 Two-digit costs ($/kWe) for the four MMNC variations 
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Figure 2.30 Cumulative cost per cumulative capacity for the MMNC variations. Only includes the 

overnight costs. After calculating the construction durations, this plot was recreated to include IDC in 
Chapter 3. 

2.6 Megaproject risk table 

Chapters 3 and 4 will perform an in-depth exploration of megaproject risk, but it is important to list high-
level attributes in this chapter to provide the appropriate context for the cost estimates shown thus far. As 
previously stated, the FOAK cost estimates made here were really “best case” FOAK costs in that they 
were scaled from the PWR12-ME which was not representative of the highest cost overrun plants 
constructed in the US. Further, experience at the US Vogtle site with two new AP1000s constructed for 
2x their original estimates suggests that FOAK costs are much higher in practice. Therefore, Table 2.15 
highlights some megaproject risk factors for the eight reactor architectures.  

Megaprojects are a whole field of study with countless publications exploring the factors that cause cost 
overruns and construction delays. There is not agreement within the field as to whether any such list of 
factors are causal or if more elusive factors such as optimism bias, stakeholder conflict, and 
organizational complexity are the problem [91]. Other risk factors are true for all nuclear projects: 
interdependent systems, regulation, multidisciplinary teams. However, properly contextualizing the cost 
estimates required creating a link between design-specific attributes and megaproject risk.  

Therefore, a literature review ([33,83–85,91–93]) resulted in the factors shown in Table 2.15. The NC-
SMR was the only FOAK project that cost less than $1.5B, although the SM-BWR was close at $1.8B. 
Most of the reactors proposed using a new construction method, or at least a method that is new to the 
nuclear industry. These were steel plate composites, steel bricks, standalone steel containment structures, 
etc. The best-case FOAK labor hours were greater than 17 million person-hours of onsite work for all of 
the large reactor plants, including the MMNC. This was an important takeaway, although the modules of 
the MMNC were considered SMRs, the large size of the reactor building and total plant size makes it 
more risk-aligned with other large reactors, not other SMRs. The LM-BWR was the most modular of the 
large reactors Most of the reactors increased the level of modularization over previous generations of 
nuclear plants, but even still there was some variation. The high labor cost designs of the DC-PWR and 
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LASR were well suited to markets and regions where labor costs are low and there is ample supply of 
workers. In other words, these were sub-optimal designs for the US and Europe but more reasonable for 
China, South Korea, and the UAE. A final factor that was not included in Table 2.15 was the experience 
of the engineering, procurement, and construction (EPC) contractor. An EPC that is new to the nuclear 
industry and has not fabricated, transported, and installed nuclear equipment will likely experience cost 
escalations and construction delays. However, each reactor vendor can select the EPC contractor to 
construct their architecture, so this factor was not inherent to a particular design. 

Table 2.15 Megaproject risk factors for the eight reactor architectures 

 FOAK 
>$1.5B 

New 
construction 
method 

Long 
construction 
duration  

FOAK direct 
onsite person-
hours (Millions) 

(Hours/kWe) Low % 
Modularized 

PWR12 ✓  ✓ 22.0 19.2 ✓ 

LPSR ✓ ✓ ✓ 17.8 15.9 ✓ 
MMNC (12x74) ✓ ✓ ✓ 19.3 21.8  
NC-SMR  ✓  5.1 31.8  

DC-PWR ✓  ✓✓ 33.0 23.6 ✓ 
LASR ✓  ✓✓ 30.5 18.5 ✓ 
LM-BWR ✓ ✓ ✓ 21.7 16.1  

SM-BWR ✓ ✓  7.3 25.0  
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Chapter 3 – Construction duration estimation 
 

3.1 Literature review 

For nuclear projects, financing costs are such a large fraction of total costs that estimating the 
construction duration is a critical element of accurate cost estimates. Supply chain delays, human error, 
and design changes can cause construction delays that further escalate financing costs by both increasing 
the IDC and increasing the interest rate by being a higher risk project. To evaluate the consequence of 
these factors on cost and schedule requires a reference schedule to perturb. Therefore, this chapter 
discusses the ways others have estimated nuclear construction schedules and then presents a new 
methodology. We applied the new method to the eight reactor architectures and evaluated the sensitivity 
to labor constraints and indirect cost effects.  

Estimates of construction durations fit into five categories in decreasing order of detail: vendor estimates, 
Gantt charts, material consumption rates, system dynamics, and power law scaling.  

3.1.1 Vendor estimates 

In a DOE sponsored study, Dominion Energy, Bechtel Power Corporation, TLG, and MPR Associates 
reviewed the technical details of the ABWR, ACR-700, AP1000, and ESBWR including the construction 
schedules [94]. The reactor vendors provided estimates of the construction durations (site prep to fuel 
load) for FOAK projects in the US, shown in Table 3.1. Both GE and Toshiba provided estimates for the 
ABWR schedule which, interestingly, were the longest and shortest durations of the list. All of the 
estimates were within +/-3.5 months of each other which was likely well into the uncertainty of the 
estimates and may suggest that these schedules were back fit into a predetermined timeline, as opposed to 
independent estimates. 

Table 3.1 Vendor construction durations provided to Dominion Energy in 2004 [94].  

Reactor Design First concrete to fuel 
load duration (months) 

Site preparation to fuel 
load duration (months) 

ABWR (GE)  43  61 
ABWR (Toshiba)  36  54 
ACR-700  40  58 
AP1000  36  54 
ESBWR  39  57 

 

To evaluate the validity of these schedules, Dominion et al. compared them to historical construction rates 
in the US. They produced  Table 3.2 that has the average construction duration by year for nuclear 
projects from 1970-1986. These were the durations from the start of site preparation to receiving the 
operating license. The vendor estimates from Table 3.1 were more aggressive than even the best year in 
nuclear construction in the US: 1970, and they were a 75% reduction in schedule from the most recent 
experience in 1986 where the average duration was 125 months. These significant discrepancies reiterate 
the need for independent review of schedules published by reactor vendors.  
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Table 3.2 Construction schedules for U.S. nuclear plants 1970-1986. Data from Dominion Energy [94]. 

Initial year 
of 
commercial 
operation 

Number of 
units 

Construction 
duration 
(months) 

Fuel loading 
and startup 
(months) 

1970 3 42.3 5.7 
1971 5 46.0 8.2 
1972 6 49.0 6.7 
1973 8 60.1 9.9 
1974 12 69.2 7.9 
1975 9 61.3 9.9 
1976 3 67.0 7.7 
1977 7 82.7 8.0 
1978 4 89.5 9.8 
1979 2 64.5 41.0 
1980 2 89.5 13.0 
1981 4 112.3 13.8 
1982 1 133.0 12.0 
1983 3 91.7 11.0 
1984 7 113.6 13.4 
1985 7 115.9 17.6 
1986 7 125.1 10.1 

 

Since the 2004 Dominion study, other reactor vendors published FOAK and NOAK construction 
estimates for some of the eight reactors considered in this thesis, and the APR1400 has completed a 
FOAK plant. Table 3.3 shows published estimates of construction schedules for the eight reactor 
architectures. Note that these were estimates, and only the APR1400 and ABWR have completed a 
FOAK plant as of this work. The AP1000 and EPR both have completed projects in China and nearly 
completed projects in the US and Europe, respectively. However, these projects have been plagued with 
worse than “best case” FOAK delays, so they were excluded from Table 3.3. 

Table 3.3 Published construction durations for the eight reactor architectures 

Reactor Surrogate plant 
name 

FOAK or 
NOAK 

Duration 
(months) 

Realized or 
estimate Reference 

PWR12ME PWR12 FOAK 98 Realized EEDB [23] 
PWR12BE PWR12 NOAK 72 Realized EEDB[23] 
AP1000 LPSR FOAK 54 Estimate Dominion[94] 
NuScale MMNC NOAK 36 Estimate IAEA [46] 
EPR DC-PWR NOAK 48 Estimate IAEA [42] 

APR1400 LASR FOAK 84 Realized World Nuclear News 
[95] 

NOAK 40 Estimate IAEA [39] 
ABWR LM-BWR NOAK 40 Realized TEPCO [49] 
BWRX-300 SM-BWR NOAK 26 Estimate IAEA [51] 

 

In addition to the reactor vendor estimates, there have been estimates from research institutions on other 
reactor concepts. For example, Maronati et al. stated that the Inherently Safe Light Water Reactor would 
have a four-year construction schedule [56]. However, there was no detailed information provided for this 
estimate. For generic SMR construction timelines, Abdulla elicited expert opinions to estimate the 
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reduced construction times for SMRs compared to large reactors [96]. On average, the sixteen experts 
projected three-year schedules for SMRs and five-year schedules for large reactors. These expert opinions 
highlight the importance of design specific estimates as opposed to generic architecture estimates because 
the ABWR, a large reactor, has achieved near three-year construction schedules [49].  

3.1.2 Gantt charts  

The vendor estimates were likely produced by creating detailed Gantt charts of construction activities. 
Gantt charts are timelines of interdependent engineering and construction tasks that organize site 
activities for planning purposes. Each task typically has a predecessor task that must be partially or fully 
complete before the next task can begin. Gantt charts are effective tools for identifying the critical path 
for large projects. Figure 3.1 shows the Gantt chart for engineering and construction activities for the 
PWR12 Better Experience plant. In this Gantt chart, the critical path was NRC review of the construction 
permit application, the reactor building foundation, the containment liner and other reactor building 
structures, and finally the reactor equipment and piping. In parallel, the other tasks were scheduled such 
as erecting the other structures, installing other equipment, and laying cable and pipe. Organizing a 
project into a Gantt chart gives the project manager the high-level view of the project to level load 
staffing level and fabrication.  

Figure 3.2shows the nuclear steam supply section of the construction schedule for the Open-100 PWR 
from the Energy Impact Center. This was an example of more specific level of depth from the PWR12 
Gantt chart, and the level detail can increase greatly from here as well. The proposed timelines between 
the two schedules was stark. For example, the PWR12 timeline allotted 12 months to pouring the reactor 
building foundation, and the Open-100 timeline only scheduled 2.5 months. The difference was likely 
both the result of significantly different construction pace assumptions and design differences between the 
two reactors. Building a detailed Gantt chart unique to a particular reactor requires thousands of 
engineering hours and millions of dollars, and to compare reactors in an “apples to apples” fashion, Gantt 
charts must be built under the same set of assumptions. Therefore, it is unreasonable to assume a single 
entity could conduct independent estimates of construction durations by building Gantt charts for each 
reactor architecture. 
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3.1.3 Material consumption rates 

Because building detailed Gantt charts can be time consuming and subject to varying assumptions, 
another way to compare schedules was considering material consumption rates. This was akin to the 
commodity use estimates discussed in Chapter 2, just adding in a time element. In their study of advanced 
reactors in 2004, Dominion Energy published a table of historical sustain rates of commodity installation 
for concrete, pipe, and cable, shown in Table 3.4 [94]. The range of concrete installation rates was quite 
interesting with 3x variation between the slowest and fastest installation rates. Taking the concrete 
volumes calculated in Chapter 2 and using the vendor published construction timelines from Table 3.3, 
Table 3.5 shows the monthly concrete installation rates for the eight reactor architectures. They all fit 
within the historical range except the NOAK LASR, but KEPCO explicitly stated that achieving the 40-
month schedule for the APR1400 would require extensive modularization beyond the current design [39]. 
The next highest rates were the LM-BWR and MMNC NOAK plants. The LM-BWR schedule was based 
on a realized ABWR construction timeline, so the rate is trustworthy. For citing itself as an SMR, the 
MMNC requires a massive mobilization of concrete compared to the NC-SMR and SM-BWR 1/8 and 1/3 
the concrete installation rates per month.  

The challenge with commodity installation rates is they do not account for the physical plant constraints 
and design. For example, the SM-BWR concrete installation rate may be low compared to historical rates, 
but physical space limitations of the compact plant design may inhibit that installation rate. Additionally, 
although the LPSR had less than ½ the concrete of the LM-BWR and a significantly reduced concrete 
installation rate, Westinghouse openly acknowledged that the ABWR was an easier plant to construct [5]. 

Table 3.4 Historical commodity installation rates for US nuclear plants [94] 

Commodity  Minimum 
rate 

Maximum 
rate 

Average 
rate 

Concrete (cubic yards per month) 2,400 6,800 4,000 
Large piping (lineal feet per month)  2,700 3,700 3,100 
Wire and cable (lineal feet per month)  105,000 131,000 118,000 

  

Table 3.5 Concrete installation rates for the eight reactor architectures from vendor published 
construction durations. 

  

FOAK 
concrete 

(1000s m3) 

FOAK 
construction 

duration 
(months) 

FOAK 
Cubic 

yards/month 

NOAK 
concrete 

(1000s m3) 

NOAK 
construction 

duration 
(months) 

NOAK 
Cubic 

yards/month 
PWR12 141 98 1,918 101 72 1,867 
LPSR 76 54 1,883 55   
MMNC (12x74) 219   165 36 6,098 
DC-PWR 291   205 48 5,693 
LASR 291 84 4,603 210 40 6,981 
LM-BWR 273   189 40 6,288 
SM-BWR 56   39 26 2,000 

 

3.1.4 System dynamics 

Minelli built a system dynamics (SD) model to estimate nuclear construction schedules and apply 
perturbations [97]. SD models use a set of differential equations to represent project dynamics. The 
coefficients of these differential equations are then calibrated to historical experience, so the model can be 
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extrapolated to new projects. Figure 3.3 is an example of an SD model from Minelli’s thesis for nuclear 
construction. The model includes many important dynamics for accurate schedule evaluation, including 
the productivity, rework generation, error propagation, work coordination, etc. However, there were two 
main challenges with using this methodology for evaluating new construction schedules. The first was 
that SD models take “work to do” as input. In other words, the SD model cannot provide an estimate of 
the number and type of labor hours required for a given reactor architecture. The SD model can only 
evolve a model of completing a pre-determined work scope. Second, calibrating each dynamic effect 
accurately requires a large source of high-quality validation data that is specific to each effect. For 
example, the “build errors into downstream work” dynamic, in Figure 3.3, requires a deep understanding 
of the quantity and type of errors and their consequences. The same is true for available staff resources, 
rework generation, coordination expansion, and all the dynamic models. In the nuclear industry, there has 
not been sufficient recent experience to build accurate models of these effects in a deterministic way.   

 

Figure 3.3 Example system dynamics model from Minelli [97]. 

3.1.5 Power capacity scaling 

In an analysis of variables (ANOVA), Berthélemy and Escobar Rangel studied the role of standardization, 
country and builder experience, power capacity, future electricity demand, and other effects on historical 
construction lead times in the US, France, Japan, South Korea, United Kingdom, and Canada [27]. They 
analyzed the log-log relationship between these variables and lead time to identify statistically significant 
correlations. The most significant effects were future electricity demand, nuclear experience of the 
country and vendor, generating capacity of the plant, and whether the construction started before or after 
the accidents at Three Mile Island (TMI) and Chernobyl. However, there was significant unexplained 
variation even with these factors, and the study did not include any design specific attributes except the 
plant power capacity. In addition, across the six countries, plant power capacity was only statistically 
significant at the 10% confidence level, as opposed to future energy demand, construction experience, and 
time relative to TMI and Chernobyl which were significant at the 1% confidence level. However, some 
have interpreted this result as a methodology where the plant power capacity is predictive of the 
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construction duration. To visualize how the large scatter in data vs. using this correlation as a predictive 
tool, see Figure 3.4. Firstly, there was wide unexplained variation using the power law fit. Secondly, if 
one were to fit the data, a log law was not the appropriate relationship because the trend escalates at the 
higher power ratings, so an exponential, or even a linear, fit would be more appropriate. In fact, both a 
linear fit and an exponential fit have >40% higher Pearson correlation coefficients, and a piecewise linear 
fit had been previous proposed by Carajilescov and Moreira [98]. 

 
Figure 3.4 Nuclear construction durations in UK, US, France, Canada, Japan, and South Korea against 

plant power capacity. Data from [10] 

Lloyd and Roulstone collected 120 activity durations for the Sizewell B nuclear construction project 
which was a four-loop PWR, similar to the PWR12 architecture with additional passive safety systems 
[99]. They then split each activity into a wait and process time, and the process time scaled with the 
power capacity of a generic PWR. Using this method, they estimated that the construction duration for a 
generic SMR was 5.1 years and a large reactor was 6.4 years. However, the only input parameter was the 
plant power capacity, so there was no consideration of the physical constraints specific to a unique reactor 
architecture or the specifics of the systems that may vary from one reactor to another. To evaluate the 
impact of modularization, they then made generic assumptions about how the degree of modularization 
(DoM) increased with decreasing power capacity. Reactors with higher DoM scaled back the process 
times, resulting in shorter construction schedules. As a result, with modularization, large reactors had 5-
year construction schedules, and SMRs had 3.5-year construction schedules.  

There were major gaps in the existing open literature for creating design specific nuclear construction 
schedule estimates. Vendor estimates were subject to proprietary assumptions, and therefore were 
difficult to compare “apples-to-apples”. Building detailed Gantt charts for each architecture would be too 
costly and time consuming. Commodity use rates do not consider how those commodities may be 
modularized, or the special constraints installing them. System dynamics still requires an estimate of the 
“work to do” and is subject to field calibration. Power capacity scaling has historically poor performance 
and ignores design specific details. Therefore, we formulated a Gantt-chart-building schedule-
optimization routine to estimate the construction duration for nuclear projects.  
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3.2 Construction duration methodology 

The following section describes how the output of the overnight cost model is transformed into a 
construction schedule for each reactor architecture. In all cases, unless specified otherwise, NOAK refers 
to the 10-OAK plant. A genetic algorithm (GA) set the staffing allocation to accomplish a set of tasks 
based on the output of the cost model. The objective of the GA was to minimize the total construction 
time subject to constraints on resource availability and spatial limitation.  

3.2.1 Problem formulation 

This section describes how the cost model output was translated into an input file for the GA model. This 
process included building a table of labor hours for each SSC, a set of dependencies between the plant 
SSCs, resource and space constraints, and introduction of construction technology.  

3.2.1.1 Labor hours per task 
In addition to costs per SSC, the output of the overnight capital cost model included the site labor hours 
for each account. The site labor hours were scaled using the same methods as the costs, and the site 
learning rate for costs applied to the labor hours as well. Also, recall that the modularization assumptions 
that moved one half of site labor to the factor costs category, reducing the labor hours associated with an 
SSC. Table 3.6 shows the labor hours for the SSCs in the reactor building that were in Account 21: 
Structures & Improvements, and the full list of tasks and hours are in the supplemental data to this thesis. 
In total, there were 226 SSC activities included in the scheduling tool. Some SSCs were combined from 
the 235 cost items in Chapter 2 and others were split. For example, the rebar, formwork, and concrete 
pouring tasks were combined into a single “concrete” task, but the electrical plant equipment was divided 
into switchgear, station service equipment, switchboards, protective equipment, electrical structures and 
wiring, and power and control wiring. The reorganization of costs into tasks had two purposes: to divide 
activities into work that had unique physical locations and category of staffing resources, and to limit the 
number of total tasks to avoid overburdening the GA.  
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Table 3.6 Labor hours per task for the reactor building and yardw
ork activities (thousands of hours).  
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3.2.1.2 Task dependencies 
The next step was to identify the dependencies between the 226 tasks. The idea was for a new task set a 
“predecessor task” that had to be between 0-100% complete before the new task could be begin. As 
references, we used the Gantt charts from the EEDB, the Open-100, and a private conversation with 
Holtec to inform creation of these linkages. An example of the task dependencies for some of the reactor 
building activities is in Table 3.7. The ordering was logical – after 50% of the site preparation was 
completed, the reactor building substructure can be poured, after 90% of the substructure was completed, 
the superstructure can be poured, and after 50% of the superstructure was completed, the interior concrete 
can be poured. Figure 3.5 shows the process graphically.  

Table 3.7 Sample subset of tasks, predecessor tasks, and resource category. 

Account Task description 
Predecessor 
task 

Predecessor task 
required completion Civil Mechanical Electrical 

A.211. Site preparation None 0 1 0 0 
A.212.13 Reactor building substructure A.211. 0.5 1 0 0 
A.212.141 Reactor building superstructure  A.212.13 0.9 1 0 0 
A.212.140 Reactor building interior concrete A.212.141 0.5 1 0 0 
A.212.21 Plumbing & Drains A.212.141 1.0 0 1 0 

 

 

Figure 3.5 Graphical representation of the task-predecessor task dynamics from Table 3.7 

The full set of task dependencies was included in supplemental data to this thesis. The dependencies did 
not change substantially for the eight reactor architectures, except in cases where certain SSCs were 
eliminated in a design. For example, the LPSR had several buildings and SSCs combined into the 
auxiliary building, so the tasks that were dependent on the fuel storage building for the PWR12, changed 
to the parallel SSC in the auxiliary building. 

In the schedule evaluator, for a given schedule, each task had a task length and a delay, both in months. 
The task length was the number of months required to complete the task, and the resources (number of 
workers) required was back calculated from the task length, labor hours, and an assumed 160-hour work 
month. The delay parameter delayed a task from beginning by a set number of months even if the 
predecessor task had reached the required completion fraction. The purpose of the delay parameter was to 
give the GA a parameter to smooth the resource allocation over time. The task length and delay split were 
similar to that of Lloyd and Roulstone [99].  

A simple time marching routine evaluated the schedule by progressively moving from one month to the 
next. At each month, the routine calculated the progress (completion fraction) of each task. Then, using 
the known completion fractions, the routine checked if any new tasks had met the criteria and then 
launched. After launch, the delay time began, and after the delay the task length began and task progress. 
The routine was simple but allowed for many iterations of task-predecessor task relationships.   

Table 3.1 also includes a resource designation: civil, mechanical, or electrical work. The categories were 
not used to constrain or allocate resources in the schedule building algorithm, but they were used to 
benchmark the staffing profile. The IAEA published a generic staffing profile for a four-loop PWR that 
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divided the labor into civil, mechanical, electrical, and management and QA/QC designations, shown in 
Figure 3.6. These profiles were also useful for setting the task dependencies. Civil construction labor 
peaks first, and the mechanical and electrical labor levels peak around the same time, four years into the 
project. The results section compares this profile with the schedule built for the PWR12 NOAK.  

 

Figure 3.6 Staffing profiles by category for construction of a four-loop PWR, from the IAEA [100]. 

3.2.1.3 Constraints 
I considered three constraints on the optimization routine: peak site staffing, maximum monthly labor 
change, and workspace limits. The first two constraints aim to capture the dynamics of the labor market 
for a given region and estimate how sensitive a reactor architecture was to resource availability. The latter 
constraint captured how the specifics of the plant design constrained work progress. The constraints 
applied as linear exterior penalty functions and are summarized in Table 3.8. The constraint violation was 
summed over each timestep and, in the case of the building staffing limit, summed over each building.  

Table 3.8 Scheduling constraints as applied using linear exterior penalty functions. 

Constraint Implementation Lower-bound,  
upper-bound 

Maximum site 
staffing penalty ! max(𝑠𝑡𝑎𝑓𝑓𝑖𝑛𝑔<C<:9 − 𝑋, 0)

<Q5;R	CS	9:E<	<:ED

<QG

 𝑋 = {2500, 4500} 

Maximum 
labor change 
penalty 

! max89
𝑑(𝑠𝑡𝑎𝑓𝑓𝑖𝑛𝑔<C<:9)

𝑑𝑡 9 − 𝑌, 0<
<Q5;R	CS	9:E<	<:ED

<QG

 𝑌 = {160, 800} 

Building 
staffing limit 
penalty 

! @ ! max(𝑠𝑡𝑎𝑓𝑓𝑖𝑛𝑔; − 𝑙𝑖𝑚𝑖𝑡;, 0)
;Q9:E<	TLN9RN;@

;QG

C
<Q5;R	CS	9:E<	<:ED

<QG

  

 

3.2.1.3.1 Peak site staffing 
In scheduling optimization problems, resource availability constraints are typically the primary constraint 
[101], and nuclear reactors are no exception. For example, at the Vogtle site in Georgia, Westinghouse 
was unable to hire sufficient local workers for the construction of two AP1000s, so they tried to import 
workers from Canada but were denied by the U.S. State Department [102]. To find a reasonable peak site 
staffing constraint, we reviewed two recent projects: the Barakah nuclear plant in the United Arab 
Emirates, and the Hinkley Point C (HPC) plant in the United Kingdom. The Barakah site peaked at 
18,000 workers, constructing four APR1400s, for 3.2 workers/MWe [103]. In a proposal from EDF, the 
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HPC site planned to peak at 5,500 workers, construction two EPRs, for 1.7 workers/MWe [104]. This 
vastly different staffing levels were indicative of the local labor conditions. In the UAE, construction 
labor can be easily imported from nearby countries but doing so is less feasible in the UK. Therefore, the 
upper-bound peak site staffing constraint was 4,500 direct workers, i.e. not including management and 
supervision.  

To explore the sensitivity to this constraint, a lower-bound constraint was set to 2,500 direct workers. The 
lower-bound constraint was consistent with what the peak site staffing would be for the IAEA staffing 
profile in Figure 3.6, if the integrated labor hours was scaled to be equal to the PWR12 NOAK labor 
which was equal to the PWR12-BE labor hours.  

3.2.1.3.2 Maximum monthly labor change 
The second labor constraint was how quickly projects could ramp up and down the number of workers on 
site, or the monthly labor change. The historical rate for different nuclear projects varied significantly 
based on the regional labor market. For the HPC Application Summary Document, EDF proposed a very 
fast ramp up that required hiring ~800 new workers some months. The full staffing profile is in Figure 
3.7. So, the upper-bound maximum monthly labor change constraint was 800 new workers a month. This 
included both hiring and firing. 

To set the lower-bound constraint, we returned to the IAEA staffing profile in Figure 3.6. Again, scaling 
the integrated labor hours to match the PWR12-BE, the peak staffing was ~2,500 workers, and the 
maximum monthly change was 160 workers. So, the lower-bound maximum monthly labor change 
constraint was 160 new workers a month.  

The discretion of site activities to the 226 tasks was not a uniform distribution of labor hours, so some 
tasks had significantly larger labor hours than others. As a consequence, some tasks would ideally be 
assigned more than 160 workers, making it difficult for the GA to converge. Therefore, for the lower-
bound constraint, the monthly labor change limit was applied to a three-month running average. This 
allowed for an individual monthly to be greater than 160 workers as long as the three-month average 
hiring rate was below the constraint. 
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Figure 3.7 HPC project site staffing from EDF's application summary document [104]. 

 

3.2.1.3.3 Workspace limits 
The final constraint limited the number of workers that could be in the same physical space. The 
construction scheduler needed to be design specific in two aspects: how much work an architecture 
required and how constructible that work was. The first aspect was the aim of Chapter 2. The second 
aspect was to quantitatively estimate how parallelizable tasks were across the construction site, and 
physical workspace limited this. A true constructability analysis was too complicated and time consuming 
for the large number of architectures considered in this thesis, so a simplified formula was ideal. For each 
building of each architecture, the floor workspace was estimated using the substructure area. Then to 
estimate the number of workers that could co-exist in that workspace, we postulated a relationship the 
following relationship: 

Equation 3.1   𝑀𝑎𝑥	𝑤𝑜𝑟𝑘𝑒𝑟𝑠 = 𝐴 ∗ (𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔	𝑓𝑙𝑜𝑜𝑟	𝑎𝑟𝑒𝑎)+ 

In Equation 3.1, A and n were unknown parameters. However, we had two datapoints from the PWR12 
case: the PWR12-ME was constructed in 98 months, and the PWR12-BE was constructed in 72 months. 
Therefore, we used to the solution methodology described in Section 3.2.2 to iterate on A and n until We 
produced reasonably close estimates these benchmarks. The result was A=2.1, and n=0.7. We further 
benchmark these values in Section 3.3.3. Figure 3.8 shows the scaling relationship for floor area to 
allowable workers with data labels pointing to key PWR12 structures.  
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Figure 3.8 Scaling relationship between the building floor area and the allowable number of workers. 
The data labels indicate the values for the PWR12 reference plant. 

 

3.2.1.4 Modularization and VHLC 
One advantage of modularization was that it shifted 50% of site labor to factory costs reducing the site 
labor hours. The second advantage was the parallelization of site labor using very heavy lift cranes 
(VHLC) and open top construction. Figure 3.9 shows a VHLC lifting a containment liner ring for an EPR 
under construction in Finland. VHLC allows for multiple worksites to fabricate modules that will then be 
lifted into place by the VHLC. Often, these site-built modules were separate from the traditional 
modularization because they can be much larger, such as in the case of the containment ring for the EPR 
or the AP1000. To model this dynamic in the construction scheduler, we relax the building staffing 
constraint through creation of parallel workspace. For tasks that leveraged a VHLC and open-top 
construction, the workable building floor area either doubled or tripled. For example, the interior concrete 
for the LPSR, LM-BWR, and others had three times the workspace as raw floor area because there were 
parallel workspaces for these architectures. Maronati et al. described modularization functioning on 
nuclear construction sites and accelerating the construction process in an identical fashion [105]. The 
supplemental data to this thesis lists the parallelization workspace increase assumptions for the 226 tasks 
of all eight architectures.  

This parallelization of site labor applied to both system and structural modules. System modules referred 
to mechanical systems such as piping modules, electrical modules, water treatment modules, reactor I&C 
modules, etc. Structural modules referred to civil structures that were installed with the VHLC. For 
example, these were the containment rings of the LPSR, the interior concrete of the LM-BWR, the reactor 
building exterior walls for the SM-BWR, and many other structural elements.  
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Figure 3.9 VHLC installing the containment liner for Olkiluoto 3 in Finland [36] 

3.2.2 Solution methodology 

With the mathematical formulation of the problem, the next step was to solve for the minimum schedule 
that satisfied the constraints. The literature contains a variety of optimization techniques to for scheduling 
problems. The most common techniques were linear and nonlinear programming, heuristics, and 
evolutionary methods. For some problems, linear and nonlinear programming methods are preferred 
because they guarantee finding the true optimum schedule that satisfies the Karush-Kuhn-Tucker 
conditions: (1) the solution satisfies the constraints, (2) at least one constraint is precisely satisfied or if a 
constraint is not satisfied there is no slack (it could not be closer to being satisfied), and (3) the gradient of 
the Lagrangian is zero [106,107]. However, many problems, including the one at hand, contain complex 
constraints and many decision variables (470), making these methods computationally prohibitive [101]. 
Heuristics, in this context, create a set of rules that iteratively move towards an optimal solution. Before 
the onset of genetic algorithms (GA), simulated annealing, particle swarm, and other evolutionary 
heuristics, non-evolutionary heuristics were highly specific to a particular optimization problem. As a 
result, they were not generalizable, thus not useful for this application [101]. Evolutionary methods are 
generalizable heuristics that perform well for a broad range of optimization problems. They do not 
guarantee finding the true optimum because they are stochastic in nature, but for this problem, the cost of 
this uncertainty was minimal compared to the gain in broad applicability.  

GA’s evolve a population of candidate solutions over generations until some convergence criteria is met 
to find the best solution. For each generation, the GA selects the best solutions in the population; then the 
GA crosses-over each selected solution with one of the other selected solutions; then the GA randomly 
mutates a fraction of the crossed-over solutions. The result is a new generation of candidate solutions. The 
GA evaluates the new population, identifies the best solutions, and the process repeats until convergence. 
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In this case, the convergence criteria was that neither the objective function (total construction months) or 
the decision variables (task length and delay length) changed by more than 1 month for 20 consecutive 
generations.  

There were 452 decision variables: 226 task lengths and 226 delay lengths. The large number of decision 
variables required an even larger population size for the GA, so We used the Pymoo implementation of a 
GA because it offered vector-based evaluation of a population which greatly accelerated computation 
time [108]. Vectorizing the schedule and constraint evaluation code dramatically reduced the evaluation 
time for each architecture which was critical to conducting a robust sensitivity analysis in a reasonable 
amount of time. We adopted the default settings from Pymoo for selection, cross-over, mutation, and 
convergence.  

The solution process was in two steps: full-scale GA and subproblem GA. For each FOAK unit, the GA 
solved for all 452 decision variables in a single pass, finding the solution the full-scale problem. Although 
the GA had converged with all constraints satisfied, repeatability tests showed the solution at this stage 
could usually be improved. So, the full-scale solution passed to the subproblem GA that broke the 
problem up into many smaller problems, reducing the number of decision variables. At each timestep, the 
decision variables were only the tasks who met their predecessor task completion criteria but had not 
progressed (either due to just starting or the delay). Figure 3.10 visualizes the process. The GA minimized 
the total duration of this subset of tasks subject to the full-scale constraints. This strategy reduced the 
number of decision variables to 2-50 for any given timestep, so the population size could be ten times the 
number of decision variables. The process repeated going through each timestep four times to ensure 
convergence.  

The subproblem GA formulation required a good initial guess that satisfied the constraints. Meeting the 
constraints required balancing resources across all tasks which was a problem better suited to the full-
scale GA process. However, for finding the minimum schedule, often multiple tasks constrained the 
solution, so an improvement to one task would not appear to the GA as a superior solution because all the 
GA “saw” was that the number of months to complete all tasks was the same. Therefore, once the 
constraints were satisfied, the subproblem GA found more optimal solutions because the formulation 
exposed the impact of changes to each task to the GA. The full-scale GA ran for each FOAK unit for each 
architecture, and then the subproblem GA ran for every unit from FOAK to 10-OAK using the full-scale 
GA FOAK solution as the good initial guess.  

 

Figure 3.10 Graphical representation of the subproblem formulation.  

Please note that while an optimization routine built the final schedule, the intent was not optimization of 
the schedule in and of itself, but to find a schedule that satisfied the constraints, captured the critical path 
tasks, and was a reasonable approximation of an achievable schedule for a given architecture.  
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3.3 Construction duration results 

3.3.1 Total labor hours for each architecture 

Table 3.9 shows the direct costs and site labor hours for the FOAK and 10-OAK plants. The hours are 
both in total hours and total hours per kWe. Direct costs and site labor hours excluded QA/QC, 
management, field office engineering, and field supervision. Figure 3.11 compares the direct cost to the 
site labor hour for the eight reactor architectures. In general, there was very strong correlation between the 
direct costs and site labor hours, but there were three interesting deviations. First, the LM-BWR and the 
MMNC had lower site labor hours compared to the general trend for their direct costs because of their 
very high degree of assumed modularization. Second, despite assuming a large degree of modularization, 
the labor hours for the NC-SMR and SM-BWR were essentially on trend because of the lost economy of 
scale.  Third, the DC-PWR and LASR had labor hours above the trend due to the large concrete and steel 
use for these architectures. 

Table 3.9 Direct costs and labor hours for each reactor architecture for the FOAK and 10-OAK plants.  

 FOAK overnight 
direct cost 
($/kWe) 

FOAK direct labor 
hours 

FOAK direct 
labor hours per 
kWe 

10-OAK direct 
labor hours 

10-OAK direct 
labor hours per 
kWe 

PWR12 2,300 22,000,000 [ME] 19.2 13,800,000 [BE] 12.1 
LPSR 2,100 17,800,000 15.9 11,100,000 10.0 
MMNC 3,400 18,500,000 21.8 12,200,000 14.4 
NC-SMR 4,100 5,100,000 31.8 3,800,000 23.8 
DC-PWR 2,200 30,000,000 18.5 19,100,000 11.6 
LASR 2,700 33,000,000 23.6 20,700,000 14.8 
LM-BWR 2,300 20,800,000 15.4 13,100,000 9.7 
SM-BWR 3,400 7,300,000 25.0 4,500,000 15.7 

 

 
Figure 3.11 Site labor hours and direct cost comparison for the eight reactor architectures 
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3.3.2 Repeatability of stochastic solution 

The GA solution process was a stochastic process and did not guarantee finding the true optimal solution, 
so running the solver repeatedly yielded varying results. Therefore, it was necessary to estimate how 
close, or with what uncertainty, any individual solution would be to the true optimal solution. To do this, 
we ran two sets of repeatability tests: running the full-scale GA ten times and comparing the results and 
running the full-scale GA + subproblem GA five times and comparing the results. 

Figure 3.12 shows evolution of the construction duration for the best solution in the GA population for all 
generations until convergence for ten runs of the full-scale GA with population size 1000. The runs all 
converged between 250-350 generations, and the solutions were all between 73-80 months. This 
translated to +/- 5 months duration for the 95% confidence interval. We repeated this exercise for 
population sizes of 500 and 1500. The 500 population solutions were between 78-85 months, so not as 
converged as the 1000 population solution. The 1500 population solutions were 70-81 months, so 
essentially the same range as the population 1000 solutions. Therefore, the population size of 1000 was 
sufficient.  

 
Figure 3.12 Repeatability of the full-scale GA solution for the PWR12 NOAK (PWR12-BE). Squares ae 

the end points of each run. Population size: 1000, f-tolerance: 1e-3, x-tolerance, 1e-3.  

The joint formulation with the full-scale GA coupled to the subproblem GA also showed excellent 
repeatability. Figure 3.13 shows the lower-bound construction duration solutions for four runs of the joint 
formulation, for 10 units of the eight reactors. In general, the results repeated very well from run to run 
with minimal deviation except in a few cases. To quantify the probability of any individual solution 
deviating from the “true” minimum, we compared each solution to the minimum duration in its group (a 
group was an architecture and unit number). Figure 3.14 shows the CDF of the deviation from the 
minimum in each grouping. Interpreting this graph, we see that 95% of solutions were within 21% of the 
minimum duration. Therefore the 95% confidence interval for schedule durations produced by this 
method is +0% to -21%.  
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Figure 3.13 Construction duration repeatability for the eight reactors under the lower-bound solutions 

 
Figure 3.14 CDF solutions for the 320 cases excluding the minimum solution for a given reactor and unit 

(4 runs, 8 reactor architectures, FOAK to 10-OAK) 
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3.3.3 Benchmarks 

This section compares the solutions produced by the joint formulation solver to reference construction 
schedule durations. When compared to reference schedules, the results from the developed method are 
labeled NCET: Nuclear Cost Estimating Tool.  

3.3.3.1 IAEA staffing profile benchmark 
Recall the construction staffing profile from the IAEA in Figure 3.6. The reference plant for the IAEA 
profile was similar to the PWR12, and the PWR12-BE had a 72-month construction schedule – the same 
as the IAEA profile. Figure 3.15 compares the total, civil, mechanical, and electrical staffing levels for 
IAEA data and the estimated schedule using the lower-bound constraints. The lower-bound constraints 
derived from the IAEA profiles, so they were the appropriate comparison.  

The two staffing profiles had both similarities and differences. In both cases, the civil construction 
staffing peaked early, followed by simultaneous peaks in the mechanical and electrical staffing. The 
IAEA curves were smoother than the NCET results, and this was likely because the IAEA results were 
not representative of an actual project but simply an example visualization. The “jaggedness” of the 
NCET staffing profiles resulted from the discretization of task sizes to the 226 site activities. Each task 
was uniformly staffed from beginning to end, so as a new task launch or a task completed, there could be 
sharp drop in staffing level unless a new task(s) perfectly accounted for the change in workers. Also, 
many of the tasks were not critical path activities, so their task length and delay results could vary 
significantly but yield the same construction duration, and construction duration was the figure of merit. 
So, the subproblem GA would shift forward in time non-critical path activities due to the dynamics of the 
problem formulation, but in practice, these activities would be staffed to “level-load” the staffing over 
time. Further, many nuclear sites construct two units in parallel, so staff moves from one site to the next 
to smooth the labor profile and level-load the project.  

 
Figure 3.15 Staffing profiles comparing the IAEA data to the PWR12 10-OAK (PWR12-BE) solution from 

the construction scheduler using the lower-bound constraints.  
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3.3.3.2 Vendor duration benchmarks 
The second set of benchmarks came from the reference construction durations in Table 3.3 Published 
construction durations for the eight reactor architectures. Table 3.10 compares the estimated durations 
using both the upper (4500 peak, 800 monthly change) and lower (2500 peak, 160 monthly change) 
bound staffing constraints. The results were surprisingly consistent, especially between the reference 
durations and the upper-bound constraint results. Note that there were more reference values in open 
literature, and the values in Table 3.10 do not necessarily represent the average. Table 3.10 included the 
root mean square error (RMSE) which was 5.8 months for the upper-bound constraints and 18 months for 
the lower-bound constraints. The upper-bound constraint results were well within the -20% uncertainty, 
but they extended the +0% bound to be +17% at the highest for the DC-PWR FOAK case. The lower-
bound constraints deviated further from the reference results with -85% to +12% deviations. Given that 
most of the reference durations were vendor estimates, this suggested that vendors did not assume 
significant staffing resource constraints. Figure 3.15 plotted the data from Table 3.1. The upper-bound 
constraints clearly captured the construction duration dynamics in a way more consistent with reactor 
vendor estimates.  

Table 3.10 Benchmark construction durations (in months) comparing reference durations and the NCET 
results for both the upper and lower-bound constraints.  

 
Published 
duration Observed/estimate 

Estimated duration, upper-bound 
constraints (4500-800) 

Estimated duration, lower-
bound constraints (2500-160) 

PWR12ME 98 Observed 100 (-2%) 99 (-1%) 
PWR12BE 72 Observed 64 (11%) 68 (6%) 
LPSR FOAK 54 Westinghouse estimate 52 (4%) 68 (-26%) 
MMNC NOAK 36 NuScale estimate 34 (6%) 54 (-50%) 
DC-PWR 
NOAK 48 Areva estimate 40 (17%) 67 (-40%) 
LASR FOAK 84 Observed 73 (13%) 113 (-35%) 
LASR NOAK 40 KEPCO estimate 45 (-13%) 74 (-85%) 
LM-BWR 
NOAK 40 Observed 37 (8%) 58 (-45%) 
SM-BWR 
NOAK 26 GE estimate 29 (-12%) 30 (-15%) 

  RMSE 5.8 18.1 
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Figure 3.16 Left: NCET estimated durations (in months) vs. reference durations for the upper-bound 

constraints. Right: NCET estimated durations vs. reference durations fur the lower-bound constraints. 

3.3.4 Construction durations 

3.3.4.1 Baseline results and constraint sensitivities 
The staffing profiles during construction revealed the difference dynamics at play for each reactor 
architecture and the some of the model limitations. Figure 3.17 shows the staffing profiles for the FOAK 
and 10-OAK units under the upper-bound constraints (4500 peak site staffing and 800 maximum monthly 
labor change). Note that these FOAK durations were remarkably shorter than the realized schedules for 
the AP1000, EPR and others which motivates the work of Chapter 4 on uncertainty and risk analysis. The 
LM-BWR, LASR, and DC-PWR plants all hovered near the peak site staffing limit for several months, 
indicating that these architectures were constrained by the peak site staffing, not either of the other two 
constraints. The LPSR and MMNC still hit the peak site staffing constraint but only for a few months, so 
they were less constrained by resource availability. The PWR12, NC-SMR, and SM-BWR had long tails 
in their staffing profiles indicating that there were critical path tasks that were building space limited, not 
labor resource limited. For these architectures, the subproblem GA front-loaded non-critical path tasks as 
the objective function formulation drove it to do (in reality, planners would level-load this staffing over 
time). The PWR12 was stick built with no modularization or parallel labor sites which aligned with this 
result. The NC-SMR and SM-BWR simply required fewer overall workers.  

Figure 3.18 shows the staffing profiles for the lower-bound constraint case for the FOAK and 10-OAK 
plants. In this case, the NC-SMR and SM-BWR were almost identical to the profiles for the upper-bound 
constraint case except for a few months where staffing spiked in the upper-bound results. Figure 3.19 
overlays the upper-bound and lower-bound constraint results, and it confirms the similarity between the 
NC-SMR and SM-BWR profiles. The PWR12 bumps up against the peak site staffing constraint for a few 
months, but the rest of the large plants (MMNC, LM-BWR, LPSR, DC-PWR, and LASR) spent many 
months at the peak site staffing limit. When Westinghouse was constructing the two AP1000 units at the 
Vogtle site in Georgia, they faced challenges hiring sufficient workers, indicating they were more 
resource constrained than space constrained [102]. SMR’s resilience to these constraints is a key 
advantage for scaling to new markets. 
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In Figure 3.19, the lower-bound constraint case extended the construction duration of the large plants 
(LM-BWR, LPSR, DC-PWR, LASR, MMNC) considerably. Table 3.11 shows the quantitative impact of 
the different constraints. On average, the lower-bound constraints extended construction times 31%, but it 
was 41% for the large plants and only 3% for the small plants. The effect was more extreme for the 10-
OAK plants where the average delay was 37% and the large plant delay was 49%. The lower total labor 
hours of the small plants benefited them greatly, and this is a key advantage of SMRs. Geographic 
locations or markets where there is not a developed workforce may be better suited to adopting SMR 
technology because it will be more challenging to realize the economy of scale advantages of the large 
plants. The PWR12 also broke the large plant mold in that it was insensitive to the constraints, but that 
was because the PWR12 had no modularization or use of a VHLC, so it was building space constrained, 
not resource constrained.  
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Figure 3.17 Staffing profiles for the FOAK and 10-OAK units construction schedule estimates using the 
upper-bound constraints (4500 peak site staffing, 800 maximum monthly labor change) 
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Figure 3.18 Staffing profiles for the FOAK and 10-OAK units construction schedule estimates using the 

lower-bound constraints (2500 peak site staffing, 160 maximum monthly labor change) 
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Figure 3.19 Staffing profiles for the FOAK unit construction schedule estimates using the upper and 
lower-bound constraints 

Table 3.11 also breaks out the separate effects of the peak site staffing and the maximum monthly labor 
change constraints. The monthly hiring rate was the more restrictive constraint which was an interesting 
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result for project planners and policy makers. Deploying new nuclear quickly will require a large labor 
resource pool that is ready to be deployed quickly, and without a large labor resource pool, delays of 20% 
and up can be expected for large nuclear projects. In the U.S. the Tennessee Valley Authority originally 
projected a 2015 startup with a $2.5B cost for Watts Bar Unit 2, but the plant finally came online in 2016 
at a cost of $4.7B. An Inspector General report on the issues at Watts Bar Unit 2 confirmed that hiring 
rate and availability of workers was a key management and schedule issue [109]. This is a key benefit of 
multi-site plants where already trained workers can be shifted from unit to unit during sequential 
construction. 

Figure 3.20 shows the effects of the different constraints on the individual reactor architectures. Some 
plants were more robust than others to the resource constraints, such as the PWR12, NC-SMR, SM-BWR, 
and to a lesser extent the LPSR. The DC-PWR was the most impacted by resource constraints with up to 
a 64% increase in construction duration. The other large plants also experienced critical delays between 
25-55% of the original estimate. 

Table 3.11 FOAK and 10-OAK construction duration estimates in months under different constraints. The 
percentages are the difference relative to the upper-bound constraints. Large plants: PWR12, LPSR, 

MMNC, DC-PWR, LASR, LM-BWR. Small plants: NC-SMR and SM-BWR. 

 FOAK 10-OAK 
 4500-800 2500-160 4500-160 2500-800 4500-800 2500-160 4500-160 2500-800 

PWR12 100 99 (-1%) 99 (-1%) 98 (-2%) 64 68 (+6%) 68 (+6%) 66 (+3%) 
LPSR 52 68 (+31%) 64 (+23%) 58 (+12%) 34 47 (+38%) 47 (+38%) 36 (+6%) 
MMNC 50 72 (+44%) 70 (+40%) 63 (+26%) 34 54 (+59%) 54 (+59%) 41 (+21%) 
NC-SMR 55 57 (4%) 57 (+4%) 58 (+5%) 35 36 (+3%) 35 (0%) 35 (0%) 
DC-PWR 64 105 (+64%) 90 (+41%) 92 (+44%) 40 67 (+68%) 67 (+68%) 60 (+50%) 
LASR 73 113 (+55%) 99 (+36%) 100 (+37%) 45 74 (+64%) 77 (+71%) 69 (+53%) 
LM-BWR 52 79 (+52%) 75 (+44%) 71 (+37%) 37 58 (+57%) 59 (+59%) 42 (+14%) 
SM-BWR 42 43 (+2%) 45 (+7%) 43 (+2%) 29 30 (+3%) 30 (+3%) 28 (-3%) 

Average +31% +24% +20%  +37% +38% +18% 
Large plant average +41% +30% +25%  +49% +50% +24% 
Small plant average +3% +5% +4%  +3% +2% -2% 

 

 
Figure 3.20 FOAK construction duration estimates under different constraints. The data labels are 

percentage difference from the upper-bound constraint (4500 peak site staffing, 800 max monthly labor 
change). 
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Figure 3.21 shows the FOAK average number of staff during construction and the average staff 
normalized to the plant power capacity for the upper-bound constraint case. As was expected, the NC-
SMR and SM-BWR had the lowest average staffing because they were small units. The PWR12 also had 
relatively low average staffing because the plant did not use modularization and a VHLC, and the PWR12 
FOAK had the longest construction schedule at ~100 months. Normalizing the staff by the plant capacity 
showed that the staffing reduction for the NC-SMR and SM-BWR was not proportional to their lower 
plant capacity – these architectures had the highest staffing per MWe. 

 
Figure 3.21 FOAK average number of direct-labor staff onsite during construction and average staff per 

MWe of capacity, both under the upper-bound constraints 

 

3.3.4.2 Construction duration and total site labor hours 
Figure 3.22 compares the construction durations and site labor hours for all eight reactor architectures and 
shows a reasonable correlation. These figures were for the NOAK plants, but the results for the FOAK 
plants were similar. The upper-bound constraints showed a moderate correlation with the PWR12 as the 
outlier. The PWR12 was an obvious outlier as the only plant with no modularization and no use of a 
VHLC. Under the lower-bound constraints, all architectures fit on the same trend. The NC-SMR was 
marginally above the trend for duration given its site labor hours indicating that something about the NC-
SMR that made it more difficult to construct. The tall and narrow building structures likely caused the 
increased construction schedule relative to the other architectures.  

In both the upper-bound and lower-bound constraint cases, a linear fit and a power law fit the data the 
well, with the power law having a statistically insignificant better fit. Under the upper-bound constraints, 
the linear fit was flat with a coefficient of 0.83, and the power law was similarly flat with an exponent of 
0.21. The linear coefficient was 2.4 for the lower-bound case, and the power law exponent was 0.49. This 
indicated that where labor constraints are loose, most reactor architectures can be constructed in similar 
times, but where labor constraints are tight, small reactor architectures have a construction duration 
advantage.  
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Figure 3.22 NOAK construction duration compared to the total site labor hours. Left: upper-bound 

constraints. Right: lower-bound constraints 

 

3.3.4.3 Schedule reduction and indirect cost savings from modularization 
Modularization coupled with a VHLC accelerates the construction process through parallel work and 
reduced onsite labor. We evaluated the schedule and cost impact of two categories of modularization: 
structural and systems. Structural modules were steel plate composites, interior concrete modules, 
containment ring sections, etc. System modules were piping systems, reactor I&C systems, safety 
injection systems, electrical equipment, etc. The cost impacts resulted from two effects: reduced site 
supervision duration and lower interest accrued during construction (IDC). The reduced site supervision 
effect can be seen in Figure 2.9, where longer construction durations resulted in escalated indirect factory 
costs. In EEDB, indirect factory costs were primarily site supervision and QA/QC costs, and longer 
durations required having the supervision and QA/QC staff onsite longer, raising costs. IDC results from 
interest payments made on debt financed for construction of the nuclear plant. Nuclear plants have multi-
year construction durations that require interest payments on debt before the plant completes construction. 
Figure 1.11showed how large a fraction of the total capital costs IDC can be: up to 30%. There are at least 
two forms of calculating the IDC: discrete expenditure each annum or continuous spending. We used to 
continuous spending form here: 

Equation 3.2    𝐼𝐷𝐶 = (K9.)-

N∗(+(K9.)
 

Where N is the number of years of construction, and i is the cost of capital. The results have two cases for 
the interest rate: 3% and 8%. The 8% case was representative of a typical nuclear project’s cost of capital. 
The 3% case represented the low interest rate made possible through loan guarantees from the federal 
government. In today’s environment, the U.S. government seems likely to offer loan guarantees for 
SMRs, lowering their cost of capital relative to large reactors.  

I considered one SMR: the NC-SMR, and one large reactor: the LPSR, for the comparison. These plants 
were similar in architecture: both used standalone steel containments, suspended water tanks, and 
concrete shield buildings, but the LPSR was ~7x larger in power capacity. There were three cases: fully 
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modularized with both system and structural modules, no system modules but still with structural 
modules, and no modules for either category. Table 3.12 summarizes the construction duration results for 
the 3 cases and 2 architectures. Removing the system modules increased the duration 29% for the SMR 
and 44% for the large reactor which indicated that SMR architectures may be more dependent on system 
modules due to a more compact workspace. Removing structural modules had a much greater impact on 
the construction timelines – the NC-SMR schedule increased 108% and the LPSR increased 63% from 
the no system modules case.  

Table 3.12 Construction schedule changes with modularization 

 
Fully 
modularized 

No system 
modules 

No 
modules 

NC-
SMR 35 45 (+29%) 

94 
(+169%) 

LPSR 34 49 (+44%) 
80 
(+135%) 

 

Propagating these schedule extensions to indirect costs gives Figure 3.23 and Figure 3.24. In Figure 3.23, 
the specific indirect costs were higher for the NC-SMR than the LPSR for all cases. The high specific 
indirect costs relative to the LPSR for the NC-SMR were the result of the lack of economy of scale for the 
SMR. As a proportion of total costs, the NC-SMR indirect costs were not higher than those of the LPSR. 
The NC-SMR with 3% interest had a lower specific IDC than the LPSR at 8% interest, but the total 
indirect costs were still higher for the NC-SMR. For the LPSR, modularization reduced costs by 
$921/kWe for the 8% interest case and $534/kWe for the 3% interest case. For the NC-SMR, 
modularization reduced costs by $2371/kWe for the 8% interest case and $1441/kWe for the 3% interest 
case. The standard narrative around SMRs and modularization has been that SMRs can be more 
modularizable which is a technical advantage. However, these results suggest that SMRs must be 
modularized to avoid very high indirect costs.  

In Figure 3.24, the indirect costs for the LPSR were always higher than the NC-SMR because the LPSR 
was a plant 7x larger. This meant that the magnitude of the cost benefit of modularization was significant. 
In the case of the LPSR with 8% interest, the structural modules saved $700M and the system modules 
another $200M through lower indirect costs. For the NC-SMR with 8% interest, structural modules saved 
$300M and system modules saved $50M.  
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Figure 3.23 Specific indirect costs ($/kWe) for the 10-OAK NC-SMR and LPSR under different 

modularization assumptions including both the IDC (colored bars) and other indirect costs (white bars). 

 
Figure 3.24 Indirect costs ($Ms) for the 10-OAK NC-SMR and LPSR under different modularization 

assumptions including both the IDC (colored bars) and other indirect costs (white bars). 
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Chapter 4 – Overnight cost uncertainty 

4.1 Literature review 

As a result of the construction cost overruns and delays in recent decades, there has been a growing 
interest in estimates of the uncertainty and risk for nuclear construction costs and schedules. These studies 
have examined the effects of commodity and labor price fluctuations, construction delays, and unknown 
unknowns on nuclear construction costs.  

Ganda et al. quantified the uncertainty in key material and labor costs for nuclear projects and then 
propagated these uncertainties through a capital cost estimation model [55]. They removed the seasonal 
trends from historical costs in the Producer Price Index, data from the BLS, and other sources, and then 
they fit a log-normal distribution to the resulting data. Table 4.1 shows the parameters of the log-normal 
distribution for each cost element: labor, material, concrete, steel, and welding. They also estimated the 
correlation matrix for these distributions and performed a Monte Carlo analysis. Propagating these 
uncertainties through their overnight capital cost model yielded the cost distribution in Figure 4.1 for the 
reactor building cost of PWR12-BE. The standard deviation was 8.3% of the mean, so the 95% 
confidence interval was +/-16.6% which was much below the 2x cost overruns experience in true 
projects. This indicated that there were elements of uncertainty and risk beyond labor and material index 
uncertainty when it comes to nuclear projects.  

Table 4.1 Probability density functions estimate parameters for different elements of cost uncertainty 
from Ganda et al. [55] 
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Figure 4.1 Reactor building cost uncertainty for the PWR12-BE from Ganda et al. [55] 

Maronati and Petrovic also estimated the impact of labor and material commodity uncertainty on nuclear 
costs, but their study also included schedule delays and the consequence on IDC [110]. They started with 
a review of historical nuclear costs and schedules in the U.S. prior to 2007, shown in Table 4.2.  The 
standard deviation for overnight costs was 51% and for duration was 23% of the mean for the post Three 
Mile Island accident plants. For labor and material commodity price uncertainties, they expanded from 
Ganda et al.’s five elements to 18. Some of the additional factors considered were: HVAC systems, tanks, 
pumps, heat exchangers, turbine systems, and electrical equipment. The most significant difference was 
the additional consideration of schedule delays. They used a sample Gantt chart that was representative of 
the PWR12-BE schedule (Figure 4.2 and perturbed the schedule using a set of delay probabilities from a 
private conversation with a Westinghouse employee. The delay probabilities were triangle distributions 
shown in Table 4.3. Concrete pouring activities had the greatest probability of delays, followed by all 
other on-site construction activities, and then component fabrication. The most recent nuclear 
construction projects in the U.S. and Europe had average delays of over 200% for the full schedule[8], so 
these values were below what more recent historical experience has shown.  

The resulting uncertainty distributions for schedule, overnight cost, and total costs including IDC and 
owner’s costs are in Figure 4.3.  The average schedule delay was 33%, and the median cost overrun was 
0%. A delay of 100% was within the 95% confidence interval, but a large cost overrun of 100% was 
outside the distribution entirely. Therefore, this method did not capture the breadth of risk dynamics at 
play for more recent experience in construction AP1000s, EPRs, and APR1400s which average more than 
100% cost overrun and schedule slippage. Specifically, they did not consider supply chain delays, the 
labor and material cost of rework, and change orders and their impact on productivity. Similar to the 
results from Ganda et al., Maronati and Petrovic found that their uncertainty analysis did not sufficiently 
capture the historical observed variation in nuclear costs, so they extended their study to include unknown 
unknowns [111].  

Table 4.2 Overnight costs and durations of U.S. power plants (before 2007)[110] 
  Pre-1979  Post-1979 

OCC ($/kW) µ  1,606 3,946 
σ/µ  36% 51% 

Duration (years) µ  7.8 10.6 
σ/µ  52% 23% 
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Figure 4.2 Derived PWR12-BE schedule from EEDB and Maronati and Petrovic [110]. 

 

Table 4.3 Triangle distribution minimums and maximums for duration probabilities from Maronati and 
Petrovic [110] 

 Minimum  Maximum 
Components fabrication  -10% 30% 
Concrete pouring  -5% 200% 
On-site construction  -10% 80% 

 

 

Figure 4.3 Distributions of schedule duration, overnight cost, and total cost for the PWR12-BE from 
Maronati and Petrovic [110] 

A follow up study from Maronati and Petrovic examined how unknown unknowns, such as the Three 
Mile Island Accident could escalate nuclear construction costs [111]. They found that the project 
contingency should grow linearly with the project lead’s assessment of the probability of a major 
unknown unknown occurring. By definition it is impossible to know how likely such an event is to occur. 
Further, to assess how the impact of such an event would vary for different reactor architectures would 
require analyzing a suite of potential unknown unknowns, but then they are no longer unknowns. 
Therefore, the study is useful for planners considering nuclear construction projects at a high level, but it 
does not provide any insight into differentiating the risks that different reactor architectures would be 
exposed to. 
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Minelli used a system dynamics and discounted cash flow model to assess a range of project management 
resource allocation decisions on nuclear project construction schedule and cost [97]. The study did not 
consider stochastic risk factors, but by analyzing a wide array of options, one can observe the median 
effect of different management decisions such as overlap between engineering and construction, plant 
capacity options, and other levers. Minelli reported that the risk of a negative project value went from 
15% to 9% with large, early investment in engineering and design before construction starts. Further, the 
same early investment reduced the build time roughly 10% on average.  

For many of the cost model parameters, e.g. the scaling law exponents from Chapter 2, there are 
numerous sources in the literature for what the correct value that parameter should be. There is no 
assessment in the literature of how using different scaling laws creates cost estimate uncertainty. The 
closest effort in this regard comes from the cost estimating guidelines from the Association for the 
Advancement of Cost Engineering (AACE). Figure 4.4 comes from the AACE and dictates the 
recommended uncertainty bounds for cost estimates at different stages of a project. The cost estimates in 
this work would be considered Class 4 cost estimates with -30 to +50% cost uncertainty. These bounds 
are useful for utilities and policy makers considering the estimates made here from a high-level planning 
perspective, but they do not differentiate between the different reactor architectures. 

 
Figure 4.4 Cost estimate uncertainty guidelines from the AACE [112] 

4.2 Elements of uncertainty studied 

The aim of this work was to create a model of cost uncertainty and risk that would capture the different 
attributes of a reactor architecture. In this way, we can observe how design decisions impact the cost and 
schedule uncertainty and risk. We categorized the uncertainties into two bins: model uncertainty and 
execution uncertainty, shown in Figure 4.5. Model uncertainty related to the assumptions made in the 
model, i.e. the scaling parameters, indirect cost method, modularization, and learning assumptions. These 
were all decisions made in building the method to which there was some subjectivity, so the model 
uncertainty quantifies the impact of this. Execution uncertainty related to the “above median” delays and 
cost overruns a new nuclear project may face. These factors apply outside the cost estimation methods.  
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Figure 4.5 Uncertainties and risks analyzed in this thesis 

4.3 Overnight cost model uncertainty methods 

Each of the cost estimation methods discussed in Section 2.2 had uncertainty in its formulation. These 
were the direct cost power law scaling, indirect cost estimation method, cost reductions from passive 
safety and integral PWRs, learning-by-doing, modularization, and steel plate composites. The following 
sections outline the uncertainty quantification for these factors as well as for the model input data. This 
work did not consider labor and commodity price uncertainties because Ganda et al. and Maronati and 
Petrovic covered this extensively.  

4.3.1 Direct cost: Power law scaling uncertainty 

Table 4.4 shows the uncertainty distributions and parameters for the direct cost estimation methods. 
Recall Equations 2.1 and 2.2 raised the input parameter (surface area, volume, mass, etc.) to an exponent 
to estimate the direct cost. There are several references for what the exponent should be: Ganda et al. 
[55], Saccheri et al. [76], Towler et al. [74], EMWG [32], and EEDB [23], but there were not sufficient 
references to estimate the distribution form. Therefore, the distributions were uniform with the range set 
by the minimum and maximum values found in the literature. For cases where there were not multiple 
values in the literature, the range was set so that the uncertainty distribution was -15%/+20% (AACE 
Class 4 Low) at the 1/10th scale. This is indicated by the “+” in Table 4.4. Note that this assumption may 
not reflect reality but was the most rational given the information available. The 1/10th scale was the ratio 
of the new plant parameter to the EEDB parameter in Equation 2.2. Note that mathematically, the impact 
of exponent uncertainty grows the further from the reference parameter value in EEDB, and this 
accurately captured the increased uncertainty that comes from estimating the cost of SMRs based on 
reference costs from a large PWR.  

The nuclear escalation factors, found from fitting the Towler capital cost estimation method to the EEDB 
data for RPVs, steam generators, pumps, and pressurizers had uncertainty also. These scalars fit to 
lognormal distributions with the 95% confidence interval set to the AACE Class 4 -15%/+20% range, and 
the median set to the base value. The parameters of the lognormal distribution are reflected in Table 4.4 as 
𝜇 and 𝜎 that fit Equation 4.1: 
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Table 4.4 D
irect cost scaling exponent and scalars uncertainty param

eters (“+” indicates there w
as no reference uncertainty and the range 

w
as assum

ed to be -15%
/20%

) 

Param
eter 

Base 
value 

D
istribution 

M
in 

value 
M

ax 
value 

𝝁
 

𝝈
 

Base 
reference 

M
in ref 

M
ax ref 

Pool surface area cost scalar 
17866 

uniform
 

15186.1 
21439.2 

 
 

EEDB 
+ 

+ 
Structures – exponent (plant pow

er 
costs) 

0.8 
uniform

 
0.588 

0.8 
 

 
Saccheri 

EEDB 
EEDB 

Reactor equipm
ent - exponent (plant 

pow
er costs) 

0.8 
uniform

 
0.554 

0.8 
 

 
Saccheri 

EEDB 
EEDB 

Pressure vessel - exponent 
0.85 

uniform
 

0.65 
0.85 

 
 

Tow
ler 

EM
W

G 
Tow

ler 

RPV - nuclear escalation 
34.4 

lognorm
al 

29.24 
41.28 

3.548 
0.088 

EEDB, Ganda 
+ 

+ 

RPV internals - exponent 
2 

uniform
 

1.8 
2.2 

 
 

Tow
ler 

EM
W

G 
Tow

ler 

RCP - exponent 
0.92 

uniform
 

0.41 
0.92 

 
 

Tow
ler 

EM
W

G 
Tow

ler 

RCP - nuclear escalation scalar 
39.7 

lognorm
al 

33.745 
47.64 

3.691 
0.088 

EEDB, Ganda 
+ 

+ 

Heat exchanger - exponent 
1.2 

uniform
 

0.65 
1.2 

 
 

Tow
ler 

EM
W

G 
Tow

ler 
Steam

 generator - nuclear escalation 
scalar 

17 
lognorm

al 
14.45 

20.4 
2.843 

0.088 
EEDB, Ganda 

+ 
+ 

Pressurizer - nuclear escalation scalar 
12.98 

lognorm
al 

11.033 
15.576 

2.573 
0.088 

EEDB, Ganda 
+ 

+ 

Fuel pool volum
e - exponent 

0.75 
uniform

 
0.71 

0.79 
 

 
Tow

ler 
+ 

+ 

Prim
ary flow

 rate - exponent 
0.75 

uniform
 

0.72 
0.79 

 
 

Tow
ler 

+ 
+ 

Crane - exponent 
1.26 

uniform
 

1.22 
1.3 

 
 

EEDB 
+ 

+ 
N

uScale containm
ent vacuum

 pum
p - 

exponent 
0.6 

uniform
 

0.41 
0.6 

 
 

Tow
ler 

EM
W

G 
Tow

ler 
N

uScale containm
ent flooding drain - 

exponent 
0.85 

uniform
 

0.81 
0.89 

 
 

Tow
ler 

+ 
+ 

BW
R isolation condenser - exponent 

0.8 
uniform

 
0.554 

0.8 
 

 
Saccheri 

EEDB 
Saccheri 

Turbine equipm
ent electric pow

er - 
exponent 

0.8 
uniform

 
0.6 

0.834 
 

 
EEDB 

Saccheri 
EEDB 

Electrical equipm
ent electric pow

er - 
exponent 

0.6 
uniform

 
0.487 

0.6 
 

 
Tow

ler 
EEDB 

Tow
ler 

M
isc. equipm

ent - exponent 
0.8 

uniform
 

0.595 
0.8 

 
 

Saccheri 
EEDB 

Saccheri 

Rejected therm
al pow

er - exponent 
0.8 

uniform
 

0.8 
1.059 

 
 

Saccheri 
Saccheri 

EEDB 

Heat rejection system
 - exponent 

0.8 
uniform

 
0.8 

1.059 
  

  
Saccheri 

Saccheri 
EEDB 
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4.3.2 Indirect cost estimation uncertainty 

The indirect cost method derived entirely from the EEDB for the PWR12-BE and -ME. Chapter 2 
discussed how the correlations mapped from direct costs and labor hours to indirect costs and labor hours. 
Table 2.12 summarized the scaling relations and factors. For the indirect costs, we again used the AACE 
recommended -15%/+20% Class 4 uncertainty range to set the 95% confidence interval for lognormal 
distributions of the scaling factors with the median set to the base value.  

Table 4.5 Indirect cost scaling parameter uncertainty 

Parameter Base 
value Distribution 𝝁 𝝈 Base 

ref 
Min 
ref 

Max 
ref 

Site Labor Cost 0.36 lognormal -1.012 0.088 EEDB + + 
Site Labor Hours 0.36 lognormal -1.012 0.088 EEDB + + 
Site Material Cost 0.785 lognormal -0.232 0.088 EEDB + + 
Factory Equipment Cost 1.32 lognormal 0.288 0.088 EEDB + + 

 

4.3.3 Passive safety cost reduction uncertainty 

Similar to the indirect costs, the passive safety cost reductions came from data in the EEDB, but instead 
of the PWR12-BE and -ME it was the PWR6 and APWR6. This was only one datapoint, so there was 
insufficient data to build a distribution. Therefore, the AACE Class 4 uncertainty range was applied again. 
Table 4.6 summarizes the lognormal distribution parameters.  

Table 4.6 Passive safety systems simplification cost reduction uncertainty 

Parameter Base 
value Distribution 𝝁 𝝈 Base 

ref 
Min 
ref 

Max 
ref 

A.222.12: Reactor Coolant Piping 0.25 lognormal -1.376 0.088 EEDB + + 
A.223: Safeguards system 0.71 lognormal -0.333 0.088 EEDB + + 
A.224: Radwaste Processing 0.76 lognormal -0.265 0.088 EEDB + + 
A.225: Fuel Handling & Storage 0.52 lognormal -0.644 0.088 EEDB + + 
A.226: Other Reactor Equipment 0.5 lognormal -0.683 0.088 EEDB + + 
A.241: Switchgear 0.55 lognormal -0.591 0.088 EEDB + + 
A.242: Station Service Equipment 0.27 lognormal -1.307 0.088 EEDB + + 
A.243: Switchboards 0.91 lognormal -0.089 0.088 EEDB + + 
A.244: Protective Equipment 1.01 lognormal 0.020 0.088 EEDB + + 
A.245: Electrical Structures & 
Wiring Container 0.58 lognormal -0.538 0.088 EEDB + + 
A.246: Power & Control Wiring 0.61 lognormal -0.492 0.088 EEDB + + 

 

4.3.4 Steel-plate composite and advanced manufacturing uncertainty 

The AACE Class 4 uncertainty range was applied to the SPC rebar cost escalation, operating engineer 
time, welding time per SPC section, and the EPRI RPV advanced manufacturing cost reduction. The 
advanced manufacturing RPV cost reduction from EPRI only had positive uncertainty for the cost 
reduction because it was assumed the 40% cost reduction was a “best case” estimate. Therefore, the 
uncertainty range for the cost reduction was 20-40%. Table 4.7 summarizes the distribution parameters.  
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Table 4.7 Advanced construction and manufacturing cost and labor adjustment uncertainty. *The 
advanced manufacturing cost reduction only had positive uncertainty at +20% cost reduction 

Parameter Base 
value 

Distributio
n 𝝁 𝝈 Base ref Min 

ref 
Max 
ref 

SPC rebar cost escalation 1.48 lognormal 0.402 
0.08

8 
Champli
n + + 

SPC operating engineer time (per 30 m2) 8 lognormal 2.089 
0.08

8 
Champli
n + + 

SPC weld time (per 30 m2) 87 lognormal 4.476 
0.08

8 
Champli
n + + 

EPRI RPV advanced manufacturing cost 
reduction 60% lognormal -0.367 

0.07
3 EPRI * * 

 

4.3.5 Learning-by-doing uncertainty 

Recall from Chapter 2 that the learning model parameters (Table 2.11) came from a least-squares fit of 
the OPR-1000 and P4 cost data from Lovering and Nordhaus [10]. Lyons and Roulstone cited 2% for a 
low learning rate and 15% for a high learning rate in an analysis of SMR supply chains [81]. A study 
from the University of Chicago reported a 3% low learning rate and a 10% high learning rate[113]. The 
average minimum learning rate was 2.5%, and the average maximum learning rate was 12.5%. The 
effective learning rate from the composite learning model in Chapter 2 was 6.4%, so the 95% confidence 
interval for learning rates was set to +195%/-39% of the baseline learning rates. Figure 4.6 shows how 
this uncertainty band captured 2/3 of the P4 and OPR-1000 cost data at the 95% confidence interval and 
was within 1% of 27/30 data points. The Site material and site labor learning rates were very likely 
correlated, so they received the same perturbation, but factory learning rate was sufficiently disconnected, 
so it received an independent perturbation. The thresholds on maximum cost reduction from learning-by-
doing for the site labor and material costs held constant.   

Table 4.8 Learning model uncertainty 

Parameter Base 
value Distribution 𝝁 𝝈 Base ref Min ref Max ref 

Site learning 
rate scalar 100% lognormal -0.135 0.411 

EEDB, 
Lovering, Duffey 

Lyons, Univ. 
Chicago 

Lyons, Univ. 
Chicago 

Factory 
learning rate 
scalar 100% lognormal -0.135 0.411 

EEDB, 
Lovering, Duffey 

Lyons, Univ. 
Chicago 

Lyons, Univ. 
Chicago 
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Figure 4.6 Direct cost learning rate model with the uncertainty range from Table 4.8 

4.3.6 Modularization uncertainty  

The modularization uncertainty came directly from the modularization cost report from McKinsey & 
Company (Figure 2.6). They not only report median expected factory, labor and material cost changes, 
but they also reported uncertainty bands. The input file for the overnight cost estimation tool allowed the 
user to set the fraction of site labor moved to a factory and the increased efficiency of the factory labor 
even though this work developed recommended values for these parameters. Therefore, the 
modularization uncertainty distributions were set as scalar values of what the user selects in the input file. 
For all the reactor architectures in this work, the baseline assumptions from Chapter 2 were unchanged. 
The bands from the McKinsey & Company chart were fit to a 95% confidence interval using a lognormal 
distribution, seen in Table 4.9.  

Table 4.9 Modularization model uncertainty 

Parameter Base 
value Distribution 𝝁 𝝈 Base ref Min ref Max ref 

Fraction of work moved 
offsite scalar 1.00 lognormal -0.235 0.234 McKinsey McKinsey McKinsey 
Factory efficiency scalar 1.00 lognormal 0.000 0.354 McKinsey McKinsey McKinsey 
Factory cost scalar 1.00 lognormal 0.010 0.088 Shaw Group   
Transportation cost 
scalar 1.00 lognormal 0.058 0.019 EMWG McKinsey McKinsey 

 

4.3.7 Input parameter variation 

Based on an expert solicitation the expected concrete and steel volumes across selected concepts was 
found to be +/- 15%. To account for this variation, the input values for each scaling parameter were 
perturbed with a lognormal distribution with 0.85 and 1.15 as the 95% confidence interval. Further, input 
uncertainty is likely strongly correlated, so the perturbations were uniform within the two-digit accounts: 
structures & improvements, reactor plant equipment, turbine plant equipment, electrical plant equipment, 
misc. plant equipment, and heat rejection system.   
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4.4 Overnight cost model uncertainty results 

4.4.1 Updated overnight costs results with estimated durations 

For this analysis, the overnight cost model input files used the construction durations estimated using the 
lower-bound constraints from Chapter 3. With design specific durations for the FOAK and 10-OAK 
reactors, the indirect cost model for factory costs updated to include architecture specific FOAK 
construction delays as the escalation factor in Table 2.12. As a result, the FOAK indirect factory costs 
were escalated using the ratio of the FOAK/10-OAK construction duration for that plant instead of the 
ratio of the FOAK/PWR12-BE construction time. Figure 4.7 shows the updated overnight costs for the 
FOAK and 10-OAK units. The direct costs were unchanged from the results in Chapter 2, but the FOAK 
indirect costs were higher for plants that were previously assumed to have shorter FOAK construction 
durations than the PWR12BE: MMNC, NC-SMR, LM-BWR, and SM-BWR. The FOAK indirect costs 
were unchanged for the other plants. The 10-OAK indirect costs were within 4% of the previously 
reported 10-OAK indirect costs.  

 
Figure 4.7 Updated specific overnight costs with the construction durations from Chapter 3.  

4.4.2 Monte Carlo results 

Each architecture was run with 500 Monte Carlo (MC) samples of each distribution. Figure 4.8 shows the 
running standard deviation divided by the running mean (also called the Coefficient of Variation, CoV) of 
the 500 MC samples for the eight architectures. In all cases, the CoV had converged within 0.5% by the 
200th sample. The 10-OAK CoV was higher in all cases due to the uncertainty introduced in the learning 
rates. The PWR12 had the lowest CoVs 4% and 10% for the FOAK and 10-OAK, respectively which was 
expected because the costs referenced to the PWR12, so all the scaling exponent variation creates no cost 
variation. The LPSR, DC-PWR, LM-BWR, and LASR had the next lowest levels of uncertainty: between 
4-5% at FOAK and 10-12% at 10-OAK. The small plants, NC-SMR and SM-BWR, were in the next 
uncertainty bucket: 5-6% at FOAK and 12-14% at 10-OAK. The MMNC had the highest CoV with 8% at 
FOAK and 14% at 10-OAK.  
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Figure 4.8 Running standard deviation for the 500 MC runs showing convergence 
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Figure 4.9 shows the overnight costs as boxplots for units 1-10, and Figure 4.10 shows the overnight costs 
per capacity as boxplots for units 1-10. In Figure 4.9, there were several interesting trends. First, in all 
cases the cost uncertainty grows from the FOAK to the 10-OAK due the uncertainty in the learning 
model. This was a key distinction from the expected results for the execution uncertainty where the cost 
variation is expected to decrease from unit 1 to 10. Second, the FOAK uncertainties were similar in 
magnitude (+/- $500M) for the plants with generally similar architectures: PWR12, LPSR, LASR, DC-
PWR. The FOAK uncertainties was largest for the most unique architecture: the MMNC plant. With the 
most novel components, and most deviation from standard reactor sized components, the cost estimates 
had the largest variation.  

In total overnight cost (i.e. not specific costs), the SM-BWR and NC-SMR had the lowest uncertainties 
because the costs were smallest. However, considering the specific costs in Figure 4.10, the MMNC, SM-
BWR and NC-SMR had the largest uncertainties. Three factors drove this. First, as SMRs the component 
parameters were the most different from the PWR12, and the effect of cost scaling uncertainty grows with 
distance from the reference value. Second, these architectures had significant modularization which 
introduced additional uncertainty, and the learning rate had a higher impact for modularized plants. Third, 
they had the highest specific costs, and uncertainty grew with specific cost. However, it is interesting to 
note that the 10-OAK total cost of the SM-BWR and NC-SMR ($1.3B and $900M, respectively) was on 
the order of the 2-sigma uncertainty of the MMNC, LM-BWR, LASR, and DC-PWR. In other words, one 
could build an SMR at the cost of the expected variation of some large architectures.  

Figure 4.11 shows the overnight costs normalized to the median 10-OAK cost of each reactor. The 
architectures with the most modularization showed the greatest FOAK cost increases because their 10-
OAK costs benefitted heavily from the learning-by-doing effect (LM-BWR, SM-BWR, MMNC, and NC-
SMR). Most of the architectures were -15% to +20% at the 95% confidence level which was consistent 
with the AACE Class 4 cost categorization.  

To identify which model parameters were creating the most uncertainty for each reactor architecture, we 
performed a sensitivity analysis of the 500 MC samples. The variation of each parameter was normalized 
to a mean of zero and a standard deviation of one. Then an analysis of variance (ANOVA) of the 
normalized parameters gave sum of squares for each model parameter. The sum of squares can be 
translated to percentage of total variance explained because the sampling process in the MC was wholly 
independent, so there were no correlations in the model parameters. Table 4.10 shows the top ten most 
sensitive parameters for FOAK and 10-OAK of each architecture sorted from most sensitive to least. The 
most common parameters were color-coded to aid in visually seeing the similarities and differences for 
each architecture.  

For the 10-OAK units, the site learning rate was consistently a critical parameter. For the heavily 
modularized plants (MMNC, NC-SMR, SM-BWR, and LM-BWR), the factory learning rate was a critical 
10-OAK parameter, and also for the MMNC FOAK because of the multi-module intra-plant learning 
effect. The modularization assumptions were also highly sensitive parameters for the modularized plants 
(MMNC, NC-SMR, LM-BWR, and SM-BWR). Material input uncertainty for Account 21: Structures & 
Improvements and Account 22: Reactor Plant Equipment was important for all architectures, as were the 
indirect labor and factory cost estimation methods. The MMNC plant was sensitive to the advanced 
manufacturing cost reduction for e-beam welded RPVs and the RPV nuclear escalation factor because 
there were 24 nuclear vessels in the plant (12 reactor vessels, 12 containment vessels). The LM-BWR was 
sensitive to the RCP cost scaling because the size of the internal recirculating pumps was vastly different 
from the PWR12 RCP which was the cost basis, so the exponent uncertainty had a large effect.  
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Figure 4.12 shows the maximum and average variance explained for each of the 61 model parameters had 
across the sixteen regressions (eight architectures, FOAK and 10-OAK). The parameters were sorted from 
greatest maximum variance explained to least to identify a cutoff for the most critical model parameters. 
There was a jump down in impact around parameter 21, so Table 4.11 lists the top 21 most sensitive 
parameters across all reactor architectures. Model parameters that impacted multiple component costs 
were more likely to be near the top of the list because they had broad cost impact. The input uncertainty 
on structural inputs and reactor equipment inputs was not large, only +/-15%, but this was a high impact 
uncertainty for all reactors. Assessing the total volume of concrete for a reactor architecture within 15% 
would be a highly accurate estimate, so the uncertainty analysis could have considered a wider range. 
This highlighted the importance of knowing the structural inputs in cost estimating. The same was true of 
the reactor plant equipment. As expected, the primary system component cost scaling parameters were the 
most critical: RPV nuclear escalation, heat exchanger scaling exponent (steam generator), reactor coolant 
pump, and E-beam welding cost reduction.  

The same analysis revealed which parameters were the least important. These were elements of the SPC 
cost such as welding and rebar reduction. The transportation cost of modules had a maximum coefficient 
of 0.05 and an average of 0.02, indicating that the cost estimates were not strongly dependent on accurate 
transportation costs. Many of the passive safety cost reductions for the primary reactor and electrical 
equipment were near the bottom of the list. It is important to note small regression coefficients did not 
imply that these cost reductions were insignificant (though in some cases they may be) but that the total 
cost impact was insensitive to the variation in the magnitude of the assumed uncertainty range.  

In general, the most sensitive parameters were those that affected many cost items such as the learning 
rates, the indirect cost model, and modularization method. Therefore, to increase the accuracy of these 
cost estimates, future work should focus on reducing these uncertainties. However, it is very likely that 
these uncertainties will remain until enough projects are built to analyze. Beyond these broad impact 
parameters, when a component level parameter, such as the nuclear escalation factor for RPVs appeared 
in Table 4.10, that indicated that a given architecture was taking a large risk on that component. For 
example, the MMNC overnight cost was highly sensitive to the RPV escalation factor and E-beam weld 
cost reduction factor, and this means there is a lot of cost-risk in the containment vessel, integral RPV 
strategy.  
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Figure 4.9 Monte Carlo results of the overnight costs for eight architectures from FOAK to 10-OAK. Box 

shows the two inner-quartiles, the whiskers are the 95% confidence interval.  
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Figure 4.10 Monte Carlo results of the specific overnight costs for eight architectures from FOAK to 10-

OAK. Box shows the two inner-quartiles, the whiskers are the 95% confidence interval. 
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Figure 4.11 Monte Carlo results of the overnight costs normalized to the median 10-OAK cost for eight 

architectures from FOAK to 10-OAK. Box shows the two inner-quartiles, the whiskers are the 95% 
confidence interval. 



113 
 

 

Table 4.10 Sensitivity analysis show
ing the top ten m

ost sensitive param
eters for the eight reactor architectures 

 



114 
 

  
Figure 4.12 Maximum and average variance explained for each model parameter  across all eight 

architecture and FOAK and 10-OAK plant model parameters sorted from greatest to least.  

Table 4.11 Top 21 most sensitive cost estimation model parameters 

Parameter 
Average 
Coefficient 

Max 
Coefficient 

Site learning rate factor 0.243 0.611 
[Material] A.21: Structures & Improvements mult 0.192 0.507 
Factory learning rate factor 0.062 0.447 
[Indirect] Site Labor Costs 0.074 0.232 
[Material] A.22: Reactor equipment mult 0.069 0.220 
[Indirect] Factory Equipment Cost 0.051 0.161 
Offsite work mult 0.023 0.111 
Turbine equipment electric power - exponent 0.020 0.110 
Heat exchanger exponent 0.013 0.106 
[Material] A.23: Turbine equipment mult 0.021 0.068 
RCP - exponent 0.005 0.062 
Crane nuclear escalation 0.019 0.050 
Service system volume exponent 0.019 0.050 
Structures -unit costs 0.019 0.050 
RPV - nuclear escalation 0.006 0.046 
E-beam weld cost reduction mult 0.002 0.026 
Reactor equipment - plant power costs 0.002 0.026 
Offsite efficiency mult 0.003 0.025 
212.15 Labor cost mult 0.004 0.023 
[Material] A.25: Misc plant equipment mult 0.006 0.021 
Steam generator - nuclear escalation 0.003 0.017 
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Chapter 5 – Construction schedule and total 
cost risk 
 

The NEA report discussed in Chapter 1 highlighted construction delays at several international nuclear 
projects: Sanmen in China, Vogtle in the US, Shin Kori and South Korea, Olkiluoto in Finland, 
Flamanville in France, and Taishan in China. Of these, the most public information is available regarding 
the problems faced at the Vogtle site because the Georgia Public Service Commission published bi-annual 
reports called, Voglte Construction Monitoring (VCM) reports. The VCM reports cover in depth the 
delays, challenges, and costs experienced. We used these reports and other reporting on Vogtle as a case 
study to assess the types of risks nuclear construction projects faced. Reports from the cancelled 
construction of two AP1000s at the V.C. Summer site augmented the analysis. Then, we conducted a 
literature review of other industries that face these issues to quantify the cost and probability of their 
occurrence.  

5.1 Construction risk methodology 

5.1.1 U.S. AP100 case study  

A 2016 Bechtel report on the V.C. Summer project stated that the project “suffered from flawed 
construction plans, faulty designs, inadequate management of contractors, low worker morale, and high 
turnover” [114]. The report describes the failures in management, engineering, productivity, and supply 
chain. As early as January 2015, a deposition provided for VCM report number 12 stated, 

“the Contractor has faced numerous, challenges to the execution of the schedule related to 
engineering design, design changes, major equipment fabrication and deliveries, module 
fabrication and deliveries, and field construction performance.” [115] 

The consequence of these issues was an 18-month delay. The report goes into a few specific causes of the 
delay saying “any of these challenges may become the top critical path”:  

- “…performance delays in Nuclear Island concrete placement” 
- “…an extended forecast duration of Shield Building panel installation” 
- “…delays in the concrete placements required to support multiple major structural modules” 
- “…delays and increased duration forecasted for the … reactor vessel, steam generator, reactor 

coolant pumps, squib valves, core make-up tanks, and polar crane” 

The deposition discussed in depth manufacturing and performance issues with the reactor coolant pump, 
squib valve, and core make-up tanks that were causing supply chain delays. The supply chain delays were 
not just in equipment but also in the structural modules. Westinghouse designed the AP1000 to have 146 
structural modules such as steel plate composite formwork for the interior concrete in the reactor building. 
For the V.C. Summer project, only 100 of the 146 modules were delivered on time, with the remaining 46 
being delayed 6-18 months[116]. Several of these modules were critical path and stopped progression of 
critical construction activities until they were delivered. For example, the CA01 module, the steel 
formwork for the steam generator cavity, could not be lifted over two rings of the containment vessel. So, 
the second ring could not be placed until the CA01 module was delivered, and the CA01 module was 
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made of 47 sub-modules, so a delay in any of the sub-modules had a significant impact. Capturing these 
critical-path knock-on effects will be key to estimating the uncertainty risk for nuclear projects.  

VCM 12 and VCM 24 (and others) also reported how low productivity drove performance delays on 
critical construction activities. For example, Figure 5.1 shows the ratio of hours spent to hours earned as 
the cost performance index. This metric is the inverse of productivity, so a cost performance index of 2 
means work is progressing at 50% efficiency. Supply chain delays, design changes, license amendments, 
COVID-19, and low worker morale all caused the low productivity rates[115,117,118]. 

Eash-Gates et al. used a model-based approach to assess historical nuclear project costs and found that a 
drop-in productivity, sometimes up to 13x lower than expectations, was a major cause for project cost 
overruns [119]. Their study reported that some of the productivity loss came as a result of the change 
from active safety systems to passive safety systems and the engineering consequences on the technical 
specification of the reactor containment. This highlighted the importance of design-specific construction 
scheduling risk.   

 

Figure 5.1 Direct construction cost performance index (ratio of hours spent to hours earned) [117]. 

When the Vogtle and V.C. Summer sites began construction, the detailed design of the AP1000 was not 
complete, so there were several design changes during construction. Without access to internal 
Westinghouse documentation, we can only estimate the extent of the design changes that occurred during 
construction. One way to do this was to review the license amendments submitted to the Nuclear 
Regulatory Commission. For Vogtle Unit 3, Westinghouse submitted 188 license amendments and 
exemptions [120]. Of these, 50 were changes in the structural design of the plant, such as rebar and stud 
spacing, building layout changes, and other design details. Another 55 were equipment specification 
changes, such as core make-up tank volume, piping layouts, and sampling equipment. Another 17 were 
electrical equipment, such as cable routing, penetrations, loading changes, and battery room changes. The 
remaining 66 were miscellaneous, including operational changes and emergency planning procedure 
changes. Each of these design changes impacted the progress and productivity of construction activities, 
so the execution uncertainty analysis needs to include an estimate of the impact of an incomplete 
engineering design. It should be noted that there was significant pressure to begin construction of Vogtle 
site prior to completion of the detailed design due to the expiring loan guarantee program from the DOE 
and commercial pressure to be the first U.S. project of the 2010 era nuclear renaissance.  

Another element of construction delay was “above median” human error during construction due to the 
lack of institutional knowledge and experience in the U.S. nuclear workforce. In the U.S., we had not 
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started a new nuclear project in over two decades, so there was a lack a familiarity with the specific nature 
of nuclear construction including regulatory oversight. For example, one half of the engineering backfill 
moved during site preparation did not meet regulatory standards creating a 6-month delay in 2009 before 
the combined operating license was even issued [121]. Another example, in 2012, the rebar in the 
basemat was installed incorrectly [122]. These were just two among several issues the site faced there 
created delays above the median case for a FOAK reactor.  

In summary, the execution uncertainty analysis needs to include modeling of supply chain delays, human 
error, change orders, and productivity. The following section outlines the modeling techniques.  

5.1.2 Elements of risk 

5.1.2.1 Supply chain delays 
Sodhi and Tang identify three supply side risks for an organization: (1) supplier failure, (2) supply 
commitment, and (3) supply cost [123]. Supplier failure risk is risk of collapse of the supplier, such as 
when UPF-Thompson filed for bankruptcy and failed to deliver car chassis to Land Rover. Supply 
commitment risk happens when the supplier must make large equipment purchases or other capital 
investments without certainty of future demand. Supply cost risk accounts for supplier price escalations or 
a change in exchange rates for international supply chains. Supply cost risk is greater for single-source 
supply chains, such as the module production facilities by the Shaw Group for the Westinghouse AP1000.  

All three of these risks existed for the U.S. AP1000 projects. First, in 2012, a report from Bill Jacobs, 
selected by the Georgia Public Service Commission to monitor the Vogtle project, stated that the Shaw 
Group, the manufacturer of the AP1000 modules, “lacked experience … to successfully manufacture 
nuclear components”, indicating significant supplier failure risk [124]. Second, after the price of natural 
gas dropped in 2010, there were seventeen cancelled nuclear projects in the US, six of which were 
AP1000s, and this loss of demand created supply commitment risk [125]. Finally, the Shaw Group was 
the sole manufacturer of the AP1000 structural modules, so there was supply cost risk.  

Through detailed modelling of a specialty chemicals supply chain, Acar showed that demand uncertainty 
had the most negative impact on supply chain performance, followed by production uncertainty [126]. 
Figure 5.2 shows the weighted impact on lateness of demand uncertainty, lead time uncertainty 
(transportation time), and production uncertainty (supplier failure) from Acar. Demand uncertainty 
accounted for slightly more than one half of the weighted lateness.  
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Figure 5.2 Effect of supply chain uncertainties on lateness, approximated from Acar  [126] 

Therefore, to model supply chain delay effects in the construction schedules, we focused on all new 
components, i.e. components without a steady, existing supply chain. Then, given that 46/146 modules 
were delayed, we assumed that each new component had a 1/3 chance of a delay. The modules were 
delayed between 6-18 months, with an average delay of 12 months. The 95% confidence interval of a 
Poisson distribution with a mean of 12 months was 5-19 months, so a Poisson distribution was sampled 
for the delay length. For every nth-unit the mean of the delay distribution dropped by one half, so the 
FOAK had a 12-month average, the 2-OAK had a 6-month average, etc. One benefit of the Poisson 
distribution was that the variance decreased in conjunction with the mean. It is probable that for SMRs, 
the 1/3 probability should be reduced to 1/6 because a multi-site plant with several reactors may alleviate 
the demand uncertainty, and this is proposed future work.  

 
Figure 5.3 Supply chain delay length sampling distributions 
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5.1.2.2 Human error 
In a review of megaprojects and their delays, Merrow conducted a multi-variate regression to identify key 
factors that drove schedule slippage [83]. Figure 5.4 shows the statistically significant factors from the 
study. On average, FOAK technology caused a 23% construction delay, and construction of FOAK 
technology is where human error was most likely concentrated. Therefore, for FOAK units, all 
construction activities had a 46% chance of human error occurring, and the human error occurred with 
uniform randomness during the activity (mean of 50% completion), so the net result was a median delay 
of 23%.  

 
Figure 5.4 Factors driving schedule delays from RAND megaproject study [83] 

However, Hadipriono reported that the probability of human error scaled with the number of site activities 
[127]. Assuming that the number of site activities correlates linearly with number of onsite labor hours, 
and using a power law fit of the data from Hadipriono in Figure 5.5, We scaled the 46% probability of 
error based on the total site labor hours for each architecture. The equation for scaling the error 
probability assumed that the PWR12-ME base error rate was 46%: 

Equation 5.1   𝑁𝑒𝑤	𝑝𝑙𝑎𝑛𝑡	𝑒𝑟𝑟𝑜𝑟	𝑝𝑟𝑜𝑏 = 0.46 ∗ ; W'X%,Y%",0-./UVW*"
W'X%,Y%",0UXY'3Z$,

<
G.D[

 

The 0.85 exponent came from fitting the data in Figure 5.5. Human error should reduce from one unit to 
the next as both the workforce and project management team become more familiar with the construction 
process. The 2018 FoN report cited a 40% reduction in labor from the FOAK to the 4-OAK APR1400 at 
the Barakah site in the U.A.E. [5]. This was a 23% learning rate, significantly higher than the 13% 
learning rate observed in the EEDB, P4, and OPR1000 data, and it implied an “above baseline” 11% 
learning rate from error reduction. Therefore, the 46% probability of human error decreased from unit to 
unit with an 11% learning rate, so the 10-OAK tasks had a 31% probability of error, and that further 
decreased to 25% after considering the site labor hour reduction from FOAK to 10-OAK and Equation 
4.2. The resulting median delay for the 10-OAK PWR12 was 11% schedule slippage.  
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Figure 5.5 Probability of construction human error for construction project with different numbers of site 

activities. Data from Hadipriono [127] 

Where Hadipriono reported a link between site activities and errors (and implicitly delays), Merrow et al. 
did not find a statistically significant link. Going into the literature review, the expectation was that 
human error delays would be correlated with large “megaproject” scale construction projects due to a loss 
of management efficiency at the mega scale. If this was the case, we would observe increased cost growth 
or schedule slippage for projects with high peak labor forces, large numbers of subcontractors, etc. 
Indeed, the megaproject review conducted by Merrow et al. did find positive correlations between these 
factors and schedule slippage, shown in Figure 5.6, but the correlations were not statistically significant. 
In other words, in the multivariate analysis, these correlations disappear after accounting for other 
variables. It was unclear how to reconcile these disparate studies, so it was hypothesized that the human 
error delays were primarily associated with FOAK projects. Therefore, in one case study, the human error 
risk was eliminated after the FOAK.  

 
Figure 5.6 Correlations of schedule slippage model residuals and project organization [83]. 
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5.1.2.3 Change orders and productivity 
A 1987 Revay Report article from Charles Leonard diagnosed low productivity construction projects as a 
consequence of change orders, or changes to the engineering design [128]. Vogtle Unit 3 underwent 188 
license amendments, many of which were also change orders, so it was very likely that the Vogtle low 
productivity work was a result of the change orders. In his article, Leonard correlated the time spent on 
change orders relative to the original contract, “% change orders” to time wasted relative to the original 
contract, “% loss of productivity” to create Figure 5.7. We used the mathematical form of Figure 5.7 to 
increase the construction duration of an activity that experienced a change order. 

To do this, however, required an estimate of which construction activities had a change order and the time 
spent on the change order. For each of the 226 site activities modeled in Chapter 3, We counted the 
number of license amendments corresponding to that activity using the Vogtle Unit 3 license 
amendments. The combined construction and operation license (COL) required the licensee to layout a 
series of Inspections, Tests, Analyses, and Acceptance Criteria (ITAAC) that “provide reasonable 
assurance that the facility has been constructed and will operate in conformity with the combined license” 
[129]. Change orders associated with ITAAC can be especially costly. There were several ITAAC license 
amendments, but half of these were related to emergency planning or consolidation of multiple ITAAC. 
The remainder were primarily associated with structural components and reactor components.  

Touran proposed a Poisson process for a stochastic model of change orders in a review of U.S. Army 
Corps of Engineers projects [130]. Therefore, the count of affiliated license amendments became the 
mean of a Poisson distribution. Table 5.1 shows the site activities and Poisson means. 

To estimate the time spent on a change order, we sampled a distribution of the amount of progress made 
towards a task before the change order was issued. The amount of progress completed, but then required 
to be redone, was the time spent on the change order. The change order could be issued at any time 
before, during, or after a task. There was no corresponding Gantt chart of site activities to compare with 
the license amendments dates that could be used to estimate the distribution of when change orders 
occurred. It seemed more likely that change orders would be issued early in the work progress phase as 
opposed to near the completion of the task. Therefore, we used an exponential distribution with a mean of 
20% as the sampling distribution for fraction of work completed before a change order was issued. Figure 
5.8 compares the exponential distribution used to a uniform random distribution to show how the 
exponential biased the probabilities to earlier in the task phase.   

Finally, change orders were assumed to be the result of an incomplete (or untested) detailed plant design. 
Therefore, the change order risk only applied to the FOAK unit, and all units from 2- to 10-OAK did not 
experience change order risk in the modeling done in this work. 
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Figure 5.7 Correlation between loss of productivity and time spent on change orders from Leonard [128].  

Table 5.1 Poisson distribution means for site activities based on Vogtle license amendments.  

Site activity 
Affiliated license 
amendments, Poisson mean 

Yardwork 1 
Reactor building - Substructure 4 
Reactor building - Interior concrete 3 
Reactor building - Superstructure 4 
Reactor building - Containment liner 1 
Reactor building - Passive cooling pool 1 
Turbine building - Substructure 1 
Turbine building - Superstructure 3 
Turbine building - Structural steel 2 
Auxiliary building - Substructure 4 
Auxiliary building - Superstructure 3 
Auxiliary building - Structural steel 1 
Waste process building 1 
Fire pump house 1 
Control room air intake 1 
RPV structure, support, internals 1 
Safeguard systems 1 
Sampling equipment 1 
Switchgear 1 
Electrical structure and wiring container 1 
Power and control wiring 1 
Air, water, steam service system 1 
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Figure 5.8 CDF of the exponential distribution used to sample the fraction of work completed before the 

change order was issued. 

5.1.3 Assumptions for each architecture 

Table 5.2 shows the construction schedule risk modelling assumptions for the eight reactor architectures. 
Th PWR12 had the reference 46% human error rate probability at the FOAK which reduced to 25% by 
the 10-OAK. The error risk was lower for plants with less onsite labor, such as the LPSR, MMNC, NC-
SMR, LM-BWR, and SM-BWR, but the risk was higher for the plants with more onsite labor, such as the 
DC-PWR and LASR. The very small plants, NC-SMR and SM-BWR, had FOAK error risks lower than 
the 10-OAK risks of the other architectures.  

The PWR12 had no new supply chain components because it was a very traditional PWR architecture. 
For the other architectures, the FOAK components are listed in Table 5.2. These FOAK components 
included structural modules such as the interior concrete for the LPSR, NC-SMR, LM-BWR, and SM-
BWR. It also included passive safety systems such as the passive cooling pools in the LPSR, MMNC, and 
SM-BWR, and the isolation condensers in the SM-BWR. In several cases, the RPV, steam generator, and 
reactor coolant pump were FOAK components because the associated vendors had not produced or 
procured reactor primary components in multiple decades. The I&C systems were also new for all plants 
except the PWR12 due to the introduction of digital I&C. Finally, the MMNC refueling systems and 
control room structure and components were FOAK components.  
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Table 5.2 Construction schedule risk model assumptions for each reactor architecture 

 

FOAK 
labor 
hours 

Probability of task 
error 

New supply chain components 

Change 
orders 
(All FOAK) FOAK 10-OAK 

PWR12 22,000,000 46% 25% None Baseline 
Table 4.12 

LPSR 17,800,000 38% 21% 
Interior concrete, containment 
liner, reactor building pool, SG, 
RCP, I&C 

Baseline 
Table 4.12 

MMNC 
12x77 18,500,000 40% 22% 

Interior concrete, containment 
liner, reactor building pool, 
RPV, CV, residual heat removal, 
containment flooding and 
vacuum pump, refueling 
systems, control room, I&C 

Baseline 
Table 4.12 

NC-SMR 5,100,000 13% 7% 
Interior concrete, containment 
liner, reactor building pool, SG, 
RPV, I&C 

Baseline 
Table 4.12 

DC-PWR 30,000,000 60% 33% Secondary containment, core 
catcher, RPV, SG, RCP, I&C 

Baseline 
Table 4.12 

LASR 33,000,000 65% 36% I&C Baseline 
Table 4.12 

LM-
BWR 20,800,000 44% 24% 

Interior concrete, containment 
liner, reactor building pool, 
RPV, control room, AB 
structures, I&C 

Baseline 
Table 4.12 

SM-BWR 7,300,000 18% 10% 

Interior concrete, containment 
liner, reactor building pool, 
RPV, isolation condensers, 
control room, AB structures, 
I&C 

Baseline 
Table 4.12 

 

5.1.4 Results and discussion 

To ensure convergence of the Monte Carlo runs of the construction risk model, Figure 5.9 shows the 
running CoV for 1000 runs of the FOAK DC-PWR using the schedule built under the lower-bound 
constraints. The CoV converged to within 0.2% after 400 MC runs. However, all reactors were evaluated 
with 1000 MC runs, so there would be enough samples for a sensitivity analysis.  

Figure 5.10 shows box plots of the construction durations including the effects of delays for the eight 
reactors and first 10 units for the schedules built using the upper-bound constraints (peak site staffing of 
4500, max monthly labor change of 800). The width of the variation and magnitude of the median delay 
was most significant delay for the FOAK units. This was because the change order problems were 
managed by the 2-OAK, human error was slowly learned away, and supply chain issues reduced over 
time as well. By the 10-OAK units, almost all delays were human error. Human error remained an issue 
for the stick-built PWR12 where building space limitations drove a more linear work structure. The small 
plants, NC-SMR and SM-BWR, had the lowest 10-OAK variations due to the dramatically lower human 
error probabilities given the smaller projects.  
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Figure 5.9 Running coefficient of variance (CoV) showing convergence of the first and second moments 

of the construction schedule distribution 

Figure 5.11 shows the same construction duration delays but for the lower-bound construction constraints 
(peak site staffing of 2500, max monthly labor change of 160). At the median, with the tighter labor 
restrictions, the delays averaged 57% longer, and total schedules averaged 34% longer, and the impacts 
were more significant for some plants than for others. The delayed months were within 10% for both 
labor constraints for the PWR12, LPSR, and SM-BWR, and the total delayed schedule months were 
nearly identical between the two cases for the PWR12, NC-SMR, and SM-BWR. This result was similar 
to the construction scheduling results in Chapter 3 where the stick built and smaller plants were more 
constrained by building workspace than the site staffing limitations. The delays were significantly longer 
for the MMNC, DC-PWR, and LASR, which all had total schedule extensions of about 70% at the 
median. At the 97.5 percentile, the MMNC and DC-PWR had the greatest sensitivity to the tighter labor 
restrictions with total schedule delays of 75-110%.  

The median delay and delay at 97.5% of the distribution for each reactor is in Table 5.3. For the FOAK, 
PWR12 had the greatest delay with 31 months of median delay, and the LPSR closely followed with 27 
months of delay. The rest of the reactors were close with 11-17 months of FOAK delay.  At the upper end 
of the distributions, the 97.5% level, the PWR12, LPSR, and NC-SMR all had 59+ month delays which 
more than doubled the durations of the LPSR and NC-SMR. The standalone steel containment and 
elevated passive cooling tank both caused delays driven by change orders, supply chain issues, and 
human error. Table 5.5 shows the top five delay drivers for each architecture which confirms the 
criticality of the containment structure for the NC-SMR and LPSR. The PWR12 delays were more 
distributed across several SSCs: interior concrete, service water, etc. because the absence of 
modularization increased the impact of the building workspace constraint, so all shared activities inside a 
workspace equally drove delays. In other words, modularization removed some of the interconnectedness 
because more tasks can be done in parallel, whereas the linear nature of stick-built plants created more 
downstream consequences.  

In Table 5.3, the delays from the 5- to 10-OAK units were averaged to remove some of the random 
variation that came from the stochastic nature of the construction scheduler. For these later units, the 
delays were very short relative to the FOAK delays, ranging from 0-10 months for both sets of labor 
constraints. The delays were very similar across both sets of labor constraints, with averages of 3-6 
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months of delay at the median and 14-18 months of delay at the 97.5 percentile. The median FOAK 
delays were on average about 5x longer than the 5- to 10-OAK average delays, and the 97.5 percentiles 
were on average about 3x longer.  

Under both sets of labor constraints, at FOAK and 10-OAK, the shortest median and 97.5 percentile build 
time was the SM-BWR. The SM-BWR demonstrated relative robustness to execution uncertainty with 
modularization and a traditional containment strategy. The PWR12, DC-PWR, and LASR had the longest 
durations at 10-OAK under both labor constraints. The PWR12 schedule was lengthy due to the lack of 
modularization. The DC-PWR and LASR schedules were the longest because despite modularization they 
had the most labor hours of work, and the high labor hours extended the schedule and created more 
opportunity for human error even at the 10-OAK. The NC-SMR was “most improved” from FOAK to 10-
OAK, essentially eliminating all delay. The NC-SMR was the smallest project with the lowest probability 
of human error during construction, so after the change order and supply chain problems were solved, 
construction was low risk.  

To assess the which tasks and which types of uncertainty were the most responsible for the construction 
delays, we regressed the delays for each task and type of uncertainty against the total schedule duration 
for all 1000 MC runs. The regression was done separately for each unit number and labor constraint. The 
coefficient of the regression indicated how one month of a delay for one pair of task and uncertainty type 
translated to total schedule extension. For example, a coefficient of one would indicate that a five month 
change order delay for the containment would translate, on average, to a five-month delay in the total 
schedule. The task-uncertainty type combinations were sorted based on the product of the coefficient and 
the mean delay of the task-uncertainty type from the MC runs. The top five task-uncertainty type 
combinations with the highest mean delay for each reactor architecture and FOAK and 10-OAK units is 
in Table 5.5.  

In general, Table 5.5 shows that the reactor building, containment, electrical plant equipment, and the air, 
water, and steam service system were the most responsible for delays, but there were some differences 
worth noting. The MMNC, LPSR and NC-SMR were uniquely sensitive to the change orders in the 
containment, and this was likely because they have the most novel and expensive containment strategies. 
The DC-PWR was uniquely sensitive to turbine systems delays at the 10-OAK unit because the turbine 
for the DC-PWR is the largest in the world and installing it may always come with increased delay risk. 
Both the DC-PWR and LASR had significant sensitivity to the electrical plant equipment because they 
were not fully passive safety systems. Service air, water, and steam delays were top five for every reactor 
architecture because this was very labor intensive (7% of all labor hours for the LPSR) requiring more 
labor hours than most tasks except the containment, interior concrete, and some elements of the turbine 
and electrical equipment.  

To aggregate across the reactor types to find the most common issues, the task-uncertainty type 
combinations were grouped in two ways: by the three-digit account number and the uncertainty type. 
Summarizing each group required another statistical measure, so Table 5.6 shows three statistical 
aggregations of the FOAK reactor architectures for the three-digit accounts: (1) average across of the 
mean delay effect, (2) maximum of the mean delay effect, and (3) maximum of the maximum delay 
effect. To interpret the table, account 245: Electrical structure and wire container on average caused a 2.1-
month delay across all reactor architectures and labor constraint conditions. The maximum mean (of the 
MC runs) delay it caused for any one reactor architecture and set of labor constraint conditions was 14 
months. The maximum delay for the worst MC run was 109 months. This table reiterated the importance 
of the reactor building structure, electrical plant equipment, and station service air, water and steam. We 
also see in some extreme cases, the auxiliary building can drive extended delays.  
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The same analysis was done for the three types of uncertainty: human error delay, change order delay, 
and supply chain delay. Table 5.7 shows the same three quantities as before (average of the mean delay, 
maximum of the mean delay, and maximum of the maximum delay) but for the uncertainty types. Here 
we see that change orders were primarily responsible for schedule delays, while human error and supply 
chain were similar in their statistical impact. Several recent reports have highlighted the importance of 
completing detailed design before starting construction, and this analysis reiterates the value in doing so 
[5,9]. However, it should be noted that in some cases “completing detailed design” only occurs during the 
construction of the first unit, as the constructability of novel elements is put to the test. An ANOVA of the 
total schedule delays showed that change orders explained 73% of FOAK delays, human error explained 
23%, and supply chain delays explained the final 4%. At the 10-OAK unit, human error was responsible 
for >99% of the delays. Given these results, future work should explore in more depth how to assess 
constructability more thoroughly before starting construction. Further, a cross reactor study of supply 
chain delays including the global experience, not just the U.S. AP1000 experience, would help confirm if 
supply chain delays are actually of negligible consequence.   
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Figure 5.10 Monte Carlo results of the construction durations for eight architectures from FOAK to 10-
OAK, under the upper-bound constraints (peak site staffing of 4500, max monthly deployable labor of 800 
workers). Box shows the two inner-quartiles, the whiskers are the 95% confidence interval. 
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Figure 5.11 Monte Carlo results of the construction durations for eight architectures from FOAK to 10-
OAK, under the lower-bound constraints (peak site staffing of 2500, max monthly deployable labor of 160 
workers). Box shows the two inner-quartiles, the whiskers are the 95% confidence interval. 
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Table 5.3 Median and 97.5% of the construction durations for the eight reactor architectures under the 
upper-bound constraints (4500 peak site staffing, 800 max monthly labor change).  

 FOAK Average 5-10-OAK 

 
Reference Median 

risk 
97.5 

percentile Reference Median 
risk 

97.5 
percentile 

PWR12 105 136 (+31) 174 (+69) 72 78 (+6) 95 (+24) 
LPSR 51 78 (+27) 113 (+62) 36 41 (+4) 53 (+17) 
MMNC 12x77 46 62 (+16) 80 (+34) 39 44 (+4) 52 (+12) 
NC-SMR 56 73 (+17) 115 (+59) 38 38 (+0) 53 (+16) 
DC-PWR 64 80 (+16) 96 (+32) 43 46 (+3) 54 (+11) 
LASR 73 89 (+16) 114 (+41) 47 51 (+4) 58 (+11) 
LM-BWR 65 76 (+11) 97 (+32) 39 42 (+3) 50 (+11) 
SM-BWR 45 59 (+14) 77 (+32) 31 32 (+0) 41 (+9) 
Average (months)  19 45  3 14 

Average (%)  30% 74%  7% 32% 
 

Table 5.4 Median and 97.5% of the construction durations for the eight reactor architectures under the 
lower-bound constraints (2500 peak site staffing, 160 max monthly labor change). 

 FOAK Average 5-10-OAK 

 
Baseline Median 

risk 
97.5 

percentile Baseline Median 
risk 

97.5 
percentile 

PWR12 101 136 (+35) 183 (+82) 68 77 (+9) 93 (+25) 
LPSR 66 96 (+30) 134 (+68) 49 55 (+6) 66 (+17) 
MMNC 12x77 75 100 (+25) 139 (+64) 57 64 (+7) 73 (+16) 
NC-SMR 57 79 (+22) 125 (+68) 40 40 (+0) 55 (+16) 
DC-PWR 102 141 (+39) 202 (+100) 72 82 (+10) 94 (+22) 
LASR 113 148 (+35) 184 (+71) 78 84 (+6) 96 (+19) 
LM-BWR 80 101 (+21) 131 (+51) 55 62 (+7) 74 (+19) 
SM-BWR 48 61 (+13) 89 (+41) 31 34 (+3) 44 (+13) 
Average (months)  28 68  6 18 
Average (%)  34% 87%  10% 34% 
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Table 5.5 Top five drivers of schedule delays for the FOAK and 10-OAK units of the eight reactor 
architectures.  

 

 

 

 

 

FOAK 10-OAK FOAK 10-OAK FOAK 10-OAK FOAK 10-OAK
RB interior 
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Change order 
delay

Service s team - 
Human error 
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delay
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delay

Containment - 
Change order 

delay
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Human error 
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Change order 
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RB plumbing - 
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Table 5.6 Top ten three-digit account sorted by the average of the mean delay effect for the FOAK units 
under both labor constraints (months).  

 
Max - mean 
delay effect 

Average - mean 
delay effect 

Max - max delay 
effect 

245: Electrical structure and wire 
container 14.1 2.1 108.9 
212: Reactor building 10.6 1.0 89.0 
252: Service air, water, steam 5.0 0.9 26.4 
244: Protective electrical equipment 1.7 0.3 5.5 
226: Misc. reactor equipment 2.1 0.3 13.1 
241: Switchgear 0.6 0.2 3.9 
215: Auxiliary building 7.1 0.3 46.3 
223: Reactor safeguards 0.8 0.1 5.6 
224: Radwaste processing 0.6 0.2 3.1 
227: Reactor I&C 0.9 0.2 3.8 

 

Table 5.7 Statistical aggregation of the delay effects from the three types of uncertainty (months) 

 
Max - mean 
delay effect 

Average - mean 
delay effect 

Max - max delay 
effect 

 Human error delay 10.5 0.2 34.3 
 Change order delay 14.1 0.5 108.9 
 Supply chain delay 2.6 0.3 15.0 

  

5.2 Total cumulative installed cost with uncertainty and risk 

This section compared the total capital cost, including uncertainty and risk, of the reactor concepts.  This 
was a four-step process for each of the 1000 MC schedule uncertainty runs:  

1. Sample one of the 500 overnight cost MC runs (if model uncertainty included, otherwise choose 
median) 

2. Escalate the direct labor and material overnight costs by the relative delay 
3. Escalate the indirect labor, material, and factory costs by the increased direct labor and material 

cost and the increased schedule 
4. Evaluate the total cost from the escalated overnight cost by including the IDC 

In the end, for each architecture and unit, we had 1000 total cost samples. The intent was to investigate 
the following question, would smaller reactors that have higher specific overnight costs but can reduce 
risk early with a low cost FOAK be a lower risk option for medium capacity sites? 

The answer, of course, will be that it depends. When considering the different interest rates, labor 
constraint assumptions, and model uncertainty, there were more cases than can be meaningfully explored 
here (though the python code is available on GitHub [https://github.com/mit-crpg/TIMCAT], and the 
reader is welcome to conduct their own comparisons). Therefore, we first considered only an 8% interest 
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rate and the two labor constraint cases for all eight reactor architectures with model uncertainty. Then, we 
explored the sensitivity to interest rate for 3 roughly equal sized projects: 2 LM-BWRs, 9 SM-BWRs, or 3 
MMNC which all have 2600-2700 MWe of capacity.  

Figure 5.12 shows the cumulative total installed cost under the lower-bound staffing constraints at 8% 
interest with model uncertainty. The error bars represent the 95% confidence interval around the median, 
and in all cases the tall was long towards higher costs. Under these conditions, there were three groupings 
of architectures by cost and risk: high-cost high risk PWRs such as the MMNC and LASR; moderate cost 
and high risk PWRs such as the NC-SMR, DC-PWR, and PWR12, and low cost and high-risk plants such 
as the LM-BWR and LPSR. The SM-BWR was somewhere between the low and moderate cost groups. 
The uncertainty bands were very wide for all architectures, but the small plants (NC-SMR and SM-BWR) 
had the lowest variation, and the MMNC, LASR, PWR12, and LPSR had the largest cost variations. 

Under the upper-bound labor constraints, total cumulative costs were lower by 3 GWe of installed 
capacity, shown in Figure 5.13. The total installed costs went from $18-30B under the lower-bound 
constraints to $15-$25B under the upper-bound constraints, or about 17% in savings. In other words, a 
tighter labor market, all else equal, will increase costs 17% on average. The upper-bound constraint cases 
also had lower cost uncertainty for most architectures, except the LPSR, NC-SMR and PWR12 had 
similar uncertainty band widths for both cases. In both labor constraint cases, the LASR had very high 
cost and uncertainty, however the realized experience of the APR1400 has been much better than 
estimated here. In particular the estimated construction delays were longer than the experience at Barakah 
and Shin-Kori. This better-than-expected performance was likely due to two effects: (1) essentially 
unlimited labor constraints at both sites and (2) the APR1400 was a gradual evolution from the OPR1000  
and its design was completed prior to construction so change orders were likely limited.  
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Figure 5.12 Cumulative total installed cost for the eight reactor architectures under the lower-bound 
labor constraints with 8% interest. Chart below is zoomed in subset of chart above. 
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Figure 5.13 Cumulative total installed cost for the eight reactor architectures under the upper-bound 

labor constraints with 8% interest. Chart below is zoomed in subset of chart above. 

5.2.1 Case study: 2 LM-BWRs or 9 SM-BWRs or 3 MMNC 

To explore the sensitivity to the interest rate and the staffing constraints, we considered six combinations 
of cases: interest rates of 5, 8, and 12% with high and low staffing constraints for the LM-BWR, SM-
BWR, and MMNC comparison. Figure 5.14 shows the total cost in billions of dollars for each scenario 
and architecture. The MMNC plant was consistently the most expensive and most high risk of the options 
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with median costs 40-50% higher than the LM-BWR and 20-45% higher than the SM-BWR. Further, 
there was a small but real possibility of costs exceeding $30B for the MMNC project. Between the LM-
BWR and the SM-BWR, the LM-BWR had a wider cost distribution but lower median costs in all but one 
case. For high interest (12%), tight labor market conditions, the median SM-BWR was marginally lower 
cost than the median LM-BWR, but the width of the cost distribution was much narrower. These results 
open a set of further questions for a utility that can lead to better decision making. For example, if 
exploring a ~2.6 GWe project, is that an upper bound for future nuclear installation? If so, it is likely 
better to slowly meet the total capacity demand with the SM-BWR because it requires less capital, makes 
revenue sooner, and would be lower cost if the demand turns out to be lower. However, if 2.6 GWe is the 
lower bound for future demand, perhaps committing to the larger architecture will be prudent in the long 
term with lower future costs. Further, such a decision cannot be based entirely on the capital cost, and 
several other factors including owner’s cost, transmission, operating costs, capacity factors, and fuel costs 
would factor into the decision making.   

Higher interest rates had a more negative effect for the large project cases than the small project case. For 
example, the 12% interest rate case increased median costs 20-30% from the 5% case for the LM-BWR 
and MMNC, but it only increased median costs 13% for the SM-BWR project. Further, for the SM-BWR 
case, the deployed capital per project at any point in time is significantly lower, so the financial risk 
profile is also likely lower from the perspective of the lender. Therefore, it may be possible for the SM-
BWR (and other small plants) to access lower cost sources of capital. For example, the SM-BWR case 
may be financed with 80% debt and only 20% equity which, depending on the cost of each, would result 
in a weighted average cost of capital (WACC) between 5-8%, but the LM-BWR may require 20% debt 
and 80% equity which could result in an 8-12% WACC. In this scenario, the LM-BWR still had lower 
median costs under the upper-bound labor constraints, but under the lower-bound labor constraints the 
SM-BWR had lower median costs when the LM-BWR had 12% WACC and the SM-BWR had 8% 
WACC. 
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Figure 5.14 Distributions of cumulative total installed cost for 2 LM-BWRs, 3 MMNC, and 9 SM-

BWRs with 5, 8, and 12% interest rates and both labor constraints.  

There is a case to be made that for a project started today, the LM-BWR would likely not undergo change 
order uncertainty because the architecture has been constructed several times in Japan. Therefore, the 
design should be fixed, and there will not be design changes that happen during construction of the first 
unit. Change orders were the largest source of cost variation and escalation in the construction risk model, 
so eliminating change order uncertainty should lower the total installed cost significantly. This was the 
equivalent of “completing detailed design” before starting construction. It should be noted that while this 
line of thinking is rational, there are many reasons to question whether a newly constructed LM-BWR 
would actually avoid change order risk entirely. For example, to license the ABWR in the U.K., GE-
Hitachi spent several years and more then £2B undergoing design changes and licensing processes 
[131,132]. Even though the ABWR was licensed in Japan and the U.S., the U.K. required extensive 
changes to the design, and therefore, the construction experience in Japan might not translate to 
construction in the U.K. Therefore, Figure 5.15 shows the 3 plant options but with change order risk 
removed for the LM-BWR. Eliminating the change order risk reduced the median cost by 5-6%, but the 
more significant impact was reducing the high-cost tail. The upper tail of the distribution was truncated, 
and the cost performance was better known for the LM-BWR plant.  
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Figure 5.15 Distributions of cumulative total installed cost for 2 LM-BWRs, 3 MMNC, and 9 SM-BWRs 

with 8% interest rate, both labor constraints, and no change order uncertainty for the LM-BWR. 

There was concern that the wide cost distribution for the MMNC was a function of the cost model 
uncertainty, and not the construction risk uncertainty, and that eliminating this uncertainty might reduce 
the tail risk of the MMNC cost distribution and make it more competitive with the LM-BWR and SM-
BWR. In Figure 5.16, We removed the cost model uncertainty by only sampling the median of the 
overnight cost distribution. The cost distributions were narrower after removing the overnight cost 
estimation uncertainty, but the conclusion that the SM-BWR or LM-BWR have superior capital cost 
performance was the same.  

 

  
Figure 5.16 Distributions of cumulative total installed cost for 2 LM-BWRs, 3 MMNC, and 9 SM-BWRs 

with 8% interest rate, both labor constraints, and no model uncertainty. 

To understand the consequence of human error after the FOAK on total costs, we evaluated a case with 
no human error after the FOAK. The purpose of this case was twofold: (1) assess the impact that the 
FOAK cost overrun has on total project cost and (2) assess the consequence of perpetuating human error 
beyond FOAK as suggested by Hadipriono and contrasted in the data from Merrow. Figure 5.17 shows 
the total cost distributions. The median costs were $300-800/kWe lower than the reference case. The 
distance from the median to the 95th percentile was unchanged for the upper bound labor constraint case, 
but for the lower bound labor constraint, the distributions were $100-400/kWe narrower. Assuming no 
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human error after the FOAK had a more significant effect on the SM-BWR case because the assumption 
simply impacted more units. 

  
Figure 5.17 Distributions of cumulative total installed cost for 2 LM-BWRs, 3 MMNC, and 9 SM-BWRs 

with 8% interest rate, both labor constraints, and no human error after FOAK. 

Knowing now that the primary source of cost uncertainty and risk, even for multi-unit sites, occurred in 
the FOAK, we evaluated the potential benefit of a non-nuclear FOAK to test for constructability. A non-
nuclear demonstration only needed to include the structures (Account 21), reactor equipment (Account 
22), power and control wiring (Account 246), miscellaneous equipment (Account 25), and associated 
indirect costs. Because this was a non-nuclear demo, the costs were lower according to Figure 1.6 and 
Table 2.6. Account 21 costs were reduced by 33%, Account 22 costs were reduced by 90%, Account 246 
costs were reduced by 50%, and Account 25 costs were reduced by 50%. The indirect costs were assumed 
to be 60% of direct costs. In net, this yielded a non-nuclear demonstration overnight cost 30% of the cost 
of the FOAK nuclear plant for the SM-BWR, LM-BWR, and MMNC. Figure 5.18 shows the total 
installed costs including a non-nuclear demo that experienced the FOAK cost overruns. In all cases, total 
installed costs were lower than reference case. Median costs were $100-500/kWe lower for the LM-BWR, 
$300/kWe lower for the SM-BWR, and $400-500/kWe lower for the MMNC. The 95th percentile costs 
were reduced as well: $800-1000/kWe for the LM-BWR, $500/kWe for the SM-BWR, and $600-
2000/kWe for the MMNC.  
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Figure 5.18 Distributions of cumulative total installed cost for 2 LM-BWRs, 3 MMNC, and 9 SM-BWRs 
with 8% interest rate, both labor constraints, and a non-nuclear demo. 

If there was potential for increased demand in the future, there may be a long-term scenario with 4 LM-
BWRs, 18 SM-BWRs, or 6 MMNC units and 5.2-5.4 GWe of total capacity. Figure 5.19 shows the total 
installed costs for this case. Here, the specific median costs were 10-15% lower which reiterated the 
impact of learning-by-doing. Further, the cost distributions were considerably narrower with the distance 
between the median cost and the 95th percentile reduced by one half. In other words, cost certainty was 
the result of time, investment, and experience.  

  
Figure 5.19 Distributions of cumulative total installed cost for 4 LM-BWRs, 6 MMNC, and 18 SM-

BWRs with 8% interest rate, both labor constraints. 

Table 5.8 has the specific costs ($/kWe) for the three projects. In both labor constraint cases, the SM-
BWR had the narrowest cost distribution (~$800/kWe), followed by the LM-BWR (~$1300/kWe), and 
the MMNC had the widest cost distribution (~$1300-2800/kWe). The SM-BWR option had a higher 
median cost under the lower-bound labor constraint, but it had a lower cost at the 95th percentile, 
indicating it was at a lower risk of significant overrun. Figure 5.20 shows the costs from Table 5.8. These 
types of data allow utilities and other decision makers to weigh their options: larger reactors with lower 
median costs but higher tail probabilities of higher costs when compared to smaller reactors.  

Table 5.8 Total specific costs for the three plant options at the median and the 95% of the distribution 

   
Upper bound labor 

constraint 
Lower bound labor 

constraint 

  Capacity 
Median cost 
($/kWe) 

95% cost 
($/kWe) 

Median cost 
($/kWe) 

95% cost 
($/kWe) 

Baseline 

9 SM-
BWRs 2610 6,848 7,628 7,048 7,927 
2 LM-
BWRs 2700 5,719 7,023 6,500 8,274 
3 MMNC 2664 8,434 9,772 9,651 12,457 

No human 
error after 

FOAK 

9 SM-
BWRs 2610 6,297 6,963 6,270 7,078 
2 LM-
BWRs 2700 5,378 6,520 6,182 7,755 
3 MMNC 2664 7,872 9,208 8,911 11,357 
9 SM-
BWRs 2610 6,534 7,163 6,770 7,482 
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Non-
nuclear 
FOAK 

2 LM-
BWRs 2700 5,681 6,521 6,087 7,170 
3 MMNC 2664 8,068 9,182 9,165 10,507 

 

 

  
Figure 5.20 Median and 95th percentile costs for the three plant options, showing the baseline case, no 

human error after FOAK case, and non-nuclear FOAK case. 

5.2.2 Case study: 4 6-unit MMNC or 2 12-unit MMNC 

In theory, the MMNC plant can be configured with any number of modules, and Chapter 2 considered a 
6-unit version. Table 5.9 shows the construction schedule risk assumptions for the 6-unit MMNC plant. 
Note that the plant has one half the power capacity (444 MWe) but only 26% lower onsite labor hours. 
Therefore, the cost (and risk) per unit capacity has increased, but the overall risk is lower, and the ability 
to retire change order risk at lower total cost is reduced. Figure 5.21 and Table 5.10 show the total 
installed costs for two MMNC plant options: 4 6-unit plants and 2 12-unit plants. Under loose labor 
conditions, the 6-unit version had a 16% higher median cost, but under tight labor conditions, that 
premium was only 6%. Further, under the tight labor conditions, the tail risk for the 6-unit plants was 
12% lower at the 95th percentile.  

Table 5.9 Construction schedule risk model assumptions for both MMNC options 

  

FOAK 
labor hours 

Probability of 
task error New supply chain components 

Change 
orders 

(All 
FOAK) 

Change 
orders  
(As of 
2022) FOAK 10-

OAK 

MMNC 
12x77 18,500,000 40% 22% 

Interior concrete, containment liner, 
reactor building pool, RPV, CV, RHR, 

containment flooding and vacuum pump, 
refueling systems, control room, I&C, 

reactor building crane 

Baseline 
Table 
4.12 

Baseline 
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Figure 5.21 Distributions of cumulative total installed cost for 2 12-unit and 4 6-unit MMNC plants 

with 8% interest rate, both labor constraints. 

Table 5.10 MMNC plant median and 95th percentile costs 

 Upper bound labor constraint Lower bound labor constraint 

 Median cost ($/kWe) 95% cost ($/kWe) Median cost ($/kWe) 
95% cost 
($/kWe) 

2x 12-unit MMNC 9,309 11,381 10,514 14,502 
4x 6-unit MMNC 10,774 12,251 11,150 12,798 

 

Chapter 6 – Conclusions and future work 
 

6.1 Methodology review and summary 

6.1.1 Overnight cost estimation 

As construction costs continue to plague nuclear projects in the U.S. and Europe, the nuclear industry 
must focus on design-to-cost and -risk. In the literature, thorough cost estimates by research institutions 
typically focus on a single design concept [55,56,60], while the vendor cost estimates are often given 
without a detailed explanation [51,61,62]. Studies often shy away from comparing different reactor 
architectures and perform comparative studies based on specific design decisions. The studies that did 
analyze several reactor architectures were limited to commodity use comparisons [5,52], but these studies 
ignore the shape factors of those commodities, factory equipment costs, and indirect costs.  
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Therefore, in this thesis, we developed a bottom-up cost scaling methodology to compare the cost 
consequences of different reactor architecture decisions. We compared eight reactor architectures that 
were surrogates of commercial reactors. The list included: 

- Small modular BWR (SM-BWR) similar to the BWRX-300 
- Large modular BWR (LM-BWR) similar to the ABWR 
- Natural convection SMR PWR (NC-SMR) similar to the SMR-160 
- Multi-module natural convection SMR PWR (MMNC) similar to NuScale 
- Large passive safety PWR (LPSR) similar to AP1000 
- Double containment PWR (DC-PWR) similar to EPR 
- Large active safety PWR (LASR) similar to APR1400 

The methodology scaled more than 200 reference SSC costs from a database of PWR costs published by 
the DOE called EEDB [23]. Costs scaled using parameters such as the mass of the RPV, heat transfer area 
of the steam generator, primary pump power, volume of concrete, mass of reinforcing steel, and others. 
The cost scaling relations used model constants from a variety of sources including chemical engineering 
cost estimation handbooks, the Generation IV Economic Modeling Working Group, the International 
Atomic Energy Agency, national labs, and other institutions [12,32,55,59,74]. In many cases there were 
conflicting recommendations from the literature for a particular model constant, but in Chapter 2, the 
model constants were deterministic, so the cost estimates were point values, but Chapter 4 presented 
probabilistic cost estimates using all published values.  

Many reactors had novel technology not included in the EEDB for PWR12, such as the containment 
vessel for the MMNC; the standalone steel containment for the LPSR and NC-SMR; the passive safety 
features of the NC-SMR, LPSR, SM-BWR, and MMNC; the integral RPV and steam generator for the 
MMNC; advanced manufacturing techniques to lower RPV costs; and advanced construction techniques. 
There were other important dynamics to capture that were not reflected in the EEDB including 
modularization and learning-by-doing. The methodology, therefore, included sub-models to capture these 
novel cost SSCs and cost dynamics. Chapter 2 described these techniques in detail and presented 
overnight capital cost estimations for the eight reactor architectures. 

6.1.2 Construction duration estimation 

For nuclear projects, overnight costs are only a portion of total installed costs, and interest during 
construction (IDC) can account for more than 30% in cases where construction is delayed or interest rates 
are high. Any accounting of nuclear architecture costs must, therefore, include an estimate of the 
construction duration. Prior work (in the literature) in this area typically has scaled the construction 
duration based on the total power capacity of the project, but this ignored the importance of shape factor, 
modularization, and other design-specific attributes. Reactor vendors report estimates of the NOAK 
construction duration for commercial reactors by building detailed schedules of all site activities. 
However, reactor vendors do not directly provide an estimate of their competitor schedule using their 
methodology, leaving a gap in the literature.  

Therefore, in Chapter 3, We described a scheduling methodology to estimate the construction duration for 
a nuclear plant given design details and a set of constraints. The method takes as input the output of the 
overnight cost method from Chapter 2. As part of the cost estimate, the model reports the site labor hours 
required for each of the >200 SSCs which were converted to site tasks. We then established an ordering 
of tasks by assigning each task a dependent, so that the succeeding task could not be started until the 
preceding task completed to some predefined fraction. The ordering dependence varied across the eight 
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reactor architectures because each architecture was unique in its design. Then a genetic algorithm 
optimized the total schedule duration by assigning labor resources and task durations to each activity 
subject to a set of constraints.  

The constraints were peak site staffing, maximum monthly labor change, and building workspace limits. 
For the first two, Chapter 3 described two cases: a high labor constraint case with a peak site staffing limit 
of 4500 and maximum monthly labor change of 800 workers, and a low labor constraint case with a peak 
site staffing limit of 2500 and maximum monthly labor change of 160 workers. The third constraint 
limited the number of workers who could work in the same space at the same time. To apply this 
constraint, each task was assigned to a building (unique to each architecture), and each building had a 
peak number of workers allowed based on the workspace floor area. This constraint intended to capture 
how the shape factor of different architectures impacted the pace of construction. The construction 
methodology also accounted for construction accelerating strategies such as modularization and use of a 
very heavy lift crane. The combination of these two enabled parallel workspaces which alleviated the 
building workspace constraint to some extent.  

6.1.3 Model uncertainty and risk estimation 

Utilities and other stakeholders for new nuclear projects are equally interested in the expected cost of a 
new nuclear project and the probability of a significant cost overrun. Therefore, there is keen interest in 
developing probabilistic cost estimates for new nuclear projects. There has been some effort in this vein 
in the literature, but it primarily includes material and labor cost uncertainty. Material and labor cost 
uncertainty are real cost variations experienced at nuclear projects, but they are not the primary driver of 
cost overruns and construction delays. One study expanded their uncertainty analysis to include 
disruptions to construction activities such as component fabrication and concrete pouring. However, the 
analysis was limited to a generic reactor architecture and the delay estimates insufficiently represented 
realized construction delays at modern nuclear projects. Therefore, in Chapter 4 and 5, We presented a 
cost uncertainty and construction risk analysis that compared how different reactor architecture’s costs 
escalated.  

Chapter 4 discussed model uncertainty, and Chapter 5 discussed execution uncertainty. Model uncertainty 
referred to the uncertainty in the modeling approach to estimate the overnight cost. A Monte Carlo 
analysis sampled distributions of model parameters and evaluated the overnight cost hundreds of times to 
create distributions of cost estimates. The parameter distributions were defined using different sources in 
the literature, where available. The uncertainty of the overnight cost sub-models such as indirect costs, 
learning rates, and modularization was also included. The analysis also included model input uncertainty 
to capture the uncertainty in how much concrete, steel, wire and other commodities each architecture 
required.  

The execution uncertainty analysis estimated the probabilities of different delays during the construction 
process. A detailed review of the delays constructing two AP1000s at the Vogtle site found four primary 
drivers: change orders, human error, productivity, and supply chain delays. Using the Vogtle experience, 
and the construction and supply chain literature, we built models of these four construction delay 
dynamics. The AP1000s at Vogtle had 188 license amendments with the NRC after construction started, 
and most of them were related to the construction of the plants. We used the license amendments as 
estimates of the probability of change orders for construction activities, and these change orders caused 
delays and productivity losses. Further, the Georgia Public Service Commission required a Vogtle 
Construction Monitoring semi-annual report that contained detailed information on the supply chain 
delays. Finally, the construction literature contained modeling estimates for human mistakes made during 
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construction that cause delays. These dynamics were all stronger for FOAK projects than 2-NOAK 
projects. The execution analysis modeled how these delays drivers impacted the total installed costs for 
each of the eight reactor architectures. 

Finally, in this thesis, we compared the cumulative total installed costs for progressively increasing 
capacity nuclear projects, and the uncertainty in these costs. This type of analysis can be instrumental for 
utilities and other stakeholders when considering investments in advanced nuclear.  

6.2 Key findings and contributions 

6.2.1 Overnight cost and construction modeling 

The overnight cost estimation (without the consideration of schedule and uncertainty analysis) revealed 
six key insights:  

1. Modularization does not lower FOAK overnight costs (Section 2.3.3.1) 
2. Passive safety does not lower overnight costs (Section 2.5) 
3. Learning by doing and the economy of scale do lower overnight costs (Section 2.3.3.1) 
4. SMRs required more onsite labor per MWe than large plants, and their cost advantages were 

insufficient to realize lower overnight costs than large reactors (Section 2.3.3.1 and Section 2.4) 
5. Advanced manufacturing techniques can result in meaningful SMR cost reduction (Section 2.5) 
6. Concrete and steel commodity use were good first-order predictors of overnight cost except in 

cases with unique containment strategies such as the LPSR, NC-SMR, and MMNC 

The construction scheduling revealed four key findings: 

1. Large reactors are heavily dependent on access to quickly deployable and large labor forces 
(Section 3.3.4.1) 

2. Modularization dramatically reduces the construction time (Section 3.3.4.3) 
3. Both large and small reactors can achieve 35-45 month construction schedules under optimal 

labor market conditions at 10-OAK (Section 3.3.4.1) 
4. Total site labor hours were a good first-order linear predictor of construction duration except in 

the case of compact designs such as the NC-SMR or in the case of stick built such the PWR12 

Modularization shifted costs from the site to the factory, but the increased factory and transportation costs 
offset the reduced site costs. Thus, for even the most modularized reactors, such as the MMNC and LM-
BWR, the direct overnight costs were only marginally affected. However, pairing modularization with a 
very heavy lift crane to create parallel workspaces accelerated the construction and reduced interest 
accrued during construction 65-75% and other indirect costs 30-50%. The value of modularization, 
therefore, lies not in reduced overnight costs but the accelerated construction, reduced interest, and other 
reduced indirect costs.  

Passive safety required substantial investment in novel architectures, with only minimal reductions in 
other costs. For example, the MMNC passive safety strategy required the large passive cooling pool and 
the most expensive containment strategy. The large pool liner increased costs $175/kWe but eliminating 
the safeguards systems and their associated piping and wiring only reduced costs $185/kWe, for a net 
savings of only $10/kWe. Further, this did not account for the increased cost of the reactor building that 
had to be designed to contain the pool. Similarly, the standalone steel containment of the LPSR and NC-
SMR were significantly more expensive than traditional containments, and their costs were not fully 
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offset by reductions in safety systems, piping and safety electrical systems. However, this does mean that 
the benefits of passive safety (licensing, social acceptance, etc.) can be achieve with only a marginal cost 
penalty.  

Advanced manufacturing of reactor vessels could be a key cost reduction strategy for the MMNC. With 
24 nuclear quality pressure vessels in its plant, the MMNC analyzed here was heavily dependent on 
advanced manufacturing techniques to lower vessel costs, such as e-beam welding, laser cladding, and 
powder metallurgy. A 40% assumed vessel cost reduction reduced the overnight cost by about 9%, or 
>$500/kWe. Further, if these techniques can provide the assumed cost reduction for vessel 
manufacturing, they can have broad applicability beyond the analyzed SMRs. Therefore, R&D in this 
area should continue to advance the technology and overcome the relevant regulatory hurdles.  

In general, large reactors had lower specific overnight costs than small reactors, indicating that the 
economy of scale remains the dominant strategy to reducing specific overnight costs. However, it was not 
true that the largest reactor had the lowest cost, and the DC-PWR, with 1650 MWe of capacity, had 
higher specific overnight costs than the LM-BWR and LPSR. Therefore, there are design decisions that 
reactor vendors can make that lead to lower costs beyond just the economy of scale.  

The most effective cost-reducing strategy was learning-by-doing. More than passive safety, 
modularization, advanced manufacturing, and economy of scale, the cost reduction from FOAK to 10-
OAK was significant for all architectures, and it was more significant for the highly modularized reactors. 
For example, the LM-BWR, SM-BWR, NC-SMR, and MMNC all had cost reductions 40-45% from 
FOAK to 10-OAK, while the other architectures had cost reductions 30-35%. Additionally, for the 
MMNC plant, intra-plant learning from the first power module to the 12th lowered the reactor equipment 
costs 21%. 

Both large and small architectures achieved short construction schedules by the 10-OAK unit under 
conditions with minimal labor constraints. The construction schedules of small reactors, such as the NC-
SMR and SM-BWR, were robust and insensitive to labor constraints, and therefore, these architectures 
are well suited for markets without large, skilled construction labor forces that are easily deployable. 
These conditions exist in parts of the U.S., Canada, Europe, and Africa. Tight labor constraints delayed 
the construction schedules for large reactors (MMNC, LPSR, LASR, and DC-PWR) by 40-50%.  
However, in markets with widely available labor resources, the large reactors achieved construction 
durations on part with, if not shorter than, the small reactors. Achieving these short construction schedules 
requires developing a skilled, experienced workforce.  

For successive deployments of reactors to supply cumulative demand, the higher specific cost small 
reactors, such as the NC-SMR and SM-BWR, did achieve lower cumulative costs than some of the large 
reactors such as the PWR12, LASR, and DC-PWR. The cumulative learning benefit of deploying more 
reactors largely contributed to this advantage. However, the lowest cost options for cumulative 
deployments were the large reactors: the LM-BWR and the LPSR.  

Total site labor hours were a good predictor of construction duration except in cases where there were 
workspace constraints such as the compact design of the NC-SMR or the stick-built strategy of the 
PWR12. Similarly, total concrete and structural steel were good predictors of overnight costs except in 
cases with dramatically different containment strategies, such as the MMNC, LPSR, and NC-SMR. These 
types of metrics can be good first order predictors, but the robust cost comparisons of reactor 
architectures required investigating the details.  
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6.2.2 Total installed cost with uncertainty and risk 

The uncertainty of cost estimates was higher for reactor architectures that were increasingly different 
from the reference plant, the PWR12. Therefore, the more novel a proposed reactor architecture is, the 
more uncertain claims of cost estimates should be. At the low end of the spectrum, the reference plant 
overnight cost had a coefficient of variation (CoV) of 4% for the FOAK and 10% for the 10-OAK. At the 
high end of the spectrum, the MMNC had an 8.5% CoV for the FOAK and a 14% CoV for the 10-OAK.  

In all cases, the 10-OAK costs had higher uncertainty driven by the assumed uncertainty for the learning 
rate. The analysis in Chapter 2 led to an estimated 6.4% learning rate for direct costs, and indirect costs 
learn more rapidly due to the combined effect of reduced direct costs and reduced construction schedules 
after FOAK. Published learning rates in the literature for nuclear projects, however, range from 2 to 15%, 
and there have not been a sufficient number of recent projects in the U.S. to confirm what a reasonable 
learning rate should be. Further, reactors that depended heavily on modularization and factory production, 
where learning rates could be higher, also experienced significant cost uncertainty because the factory 
labor learning rates for nuclear equipment remain uncertain.  

Architectures that leveraged novel technology or design strategies had higher cost uncertainty. For 
example, the advanced manufacturing cost reduction potential for nuclear vessel was one of the leading 
cost uncertainty drivers for the MMNC. For architectures with extensive modularization, the uncertainty 
in the modularization cost assumptions drove significant cost uncertainty. The standalone steel 
containments for the NC-SMR and LPSR were responsible for much of the cost uncertainty for their 
respective architectures.  

Across all architectures, uncertainty in the indirect cost modeling was a major cause of cost variation. 
Similar to the learning rate, there have been insufficient recent nuclear projects to know what indirect 
costs will be for future nuclear projects. In the best cases, historically, indirect costs were less than 40% 
of total overnight costs, but essentially all plants in the U.S. since the 1980s have had indirect costs 
greater than 50% (sometimes close to 75%) of overnight costs.  

Specific cost uncertainty was high for small reactors such as the SM-BWR and NC-SMR  (+/-$1000-
1500/kWe) relative to the large reactors (+/-$500-1000/kWe). This was simply because the denominator 
was smaller for these architectures for specific cost. The large reactors had much larger cost uncertainty 
in absolute dollar value, so much so that in some cases an NC-SMR could be built for just the width 
uncertainty for an MMNC or other large reactor. In other words, the total cost of an NC-SMR was almost 
equal to the difference between the median and the 95th percentile for the MMNC.  

Change orders (and resulting productivity penalties) were the primary driver of construction delays, 
followed by human error, and the assumed supply chain delays had the least impact. Change orders were 
pervasive across several SSCs, and they are incredibly disruptive to the productivity. This speaks to the 
importance of “completing the detailed design” before starting construction. However, it many ways it 
can be impossible to complete the detailed design before starting construction because testing the 
constructability of a design requires trying to build it. A non-nuclear FOAK was shown to reduce cost and 
risk 2.6 GWe project of 2 LM-BWRs, 9 SM-BWRS, or 3 MMNCs. Supply chain delays seldom caused 
significant total project delays because oftentimes these delays were swamped by other delayed 
construction activities.  

Change orders in the reactor building were the top individual contributors to construction delays and cost 
overruns for almost all architectures. Therefore, the more novel technology in the reactor building, the 
more likely there were long construction delays. Electrical plant equipment including wire and cable were 
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also responsible for many construction delays, especially in active safety plants such as the DC-PWR and 
LASR where there was redundant cabling and systems. Delays in electrical equipment caused delays in 
the total project schedule for two reasons: (1) they were one of the last site activities and (2) they were 
very labor-intensive tasks. Similarly, the service, air, water, and steam systems were labor-intensive and 
late in the schedule activities, so it was also responsible for many delays. 

On a relative scale, smaller reactors were not more robust to construction risks than larger reactors, but on 
an absolute scale the consequences of these delays were drastically lower. Both large and small reactors 
had 30-35% delays at the median, and 60-120% delays at the 97.5 percentile. Even at 10-OAK, some 
large reactors still had 6-12 month delays at the median due to human error (after supply chain and 
change order issues were resolved) because the probability of human error was still high for high labor 
cost plants even with the learning rate. Thus, the width of the delay distributions was narrower in some 
cases for the small reactors. However, the presence and quantity of human error after FOAK was 
unknown, and two separate studies reported conflicting results, so it may be that both large and small 
reactors will eliminate this risk. 

Tighter labor markets increased the impact of construction delays more than 50% on average across the 
reactor architectures for the FOAK units. The relative delays were similar between the high and low labor 
market cases, but the total delay months was 50% longer under tight labor markets because the baseline 
schedule was already longer.  

So much of the delay risk and associated costs were resolved after the FOAK unit that sequential 
deployments of small reactors with higher deterministic overnight costs led to lower total installed costs 
in some cases with high interest rates and a tight labor market. This finding showed that it is not as much 
the learning rate of SMRs that can create cost equivalency with large reactors, but the ability to retire 
risks with lower cost FOAK units. This also reduced the width of the probability distributions (see Figure 
5.14) for total installed costs relative to large reactors, creating the unique situation where the larger 
reactor had a lower median cost but higher tail cost. This analysis can begin to help utilities and other 
stakeholders ask the right cost questions in their early decision making for new investments. For example: 
how does uncertainty around future demand impact the right decision today? How deployable and 
scalable is the local labor market? Is it financial preferable to lump risk into a large singular project? 

6.3 Implications 

Retiring constructability risks is critical to increasing cost certainty and achieving the lowest total 
installed cost, so retiring constructability risk should be pursued but at the lowest possible cost. This was 
the case for the small reactors where expensive change order driven construction delays were de-risked 
with a lower cost FOAK than a large reactor. For example, a small reactor with a $2B FOAK cost that 
experienced a 150% cost overrun, de-risked its constructability for $3B, but a large reactor with a $5B 
FOAK cost with a 150% cost overrun, de-risked its constructability for $7.5B. So, for the smaller reactor, 
the FOAK cost overrun had a smaller impact on the total cost of 10 deployed units. However, there may 
be other strategies to de-risking the constructability of new nuclear architectures. Recently, the U.S. 
government financially supported the demonstration of two advanced reactor architectures with a 50% 
cost share as part of the Advanced Reactor Demonstration Program (ARDP). This is an important 
program to aid the nuclear industry by augmenting private capital and retiring risks at lower costs to 
private investors. However, a lower cost, future version of this program could support non-nuclear full-
scale constructability demonstrations of these reactors to de-risk the FOAK projects. Further, such a 



149 
 

program could assist in evaluating which architectures of a given reactor class (HTGR, PWR, MSR, 
BWR, etc.) will be most constructible and scalable in today’s construction labor markets. Such a program 
must include some degree of regulatory licensing, so the non-nuclear demonstrations were sufficiently 
representative of the commercial versions. There are already efforts underway at Kairos Power to 
construct a non-nuclear prototype [133], and GE-Hitachi has a program with the National Reactor 
Innovation Center to improve construction [134]. A non-nuclear demonstration program would not 
provide feedback on the operations or fuel cost of a reactor, so it would be less useful for comparisons 
between reactor types such as comparing molten salt reactors to sodium fast reactors, but it would be 
helpful for converging on the optimal architecture within reactor types for constructability.   

The analysis in Chapter 5 showed that a non-nuclear FOAK that cost 30% of a nuclear FOAK but still 
experienced the full scope of FOAK cost overruns and delays reduced the total installed cost and risk. 
Therefore, even absent public funding for a non-nuclear demonstration program, this is a valuable 
strategy for all reactor developers to consider. Further, funding in this area will grow the pool of nuclear 
construction experience, alleviating some of the labor market constraints that were costly to many reactor 
architectures. 

Second, there is significant risk and uncertainty when deploying innovative technologies in nuclear 
projects, and the cost of the risk and uncertainty is high, especially for FOAK projects. Therefore, the 
expected value of cost savings for an innovative technology must be significantly beneficial to justify the 
increased cost and risk. In other words, technologies that reduce costs in the $10-$100/kWe range must be 
highly certain in the cost advantage and low in the deployment risk to be worth pursuing. For example, 
steel plate composites had only a marginal cost savings, but introduced significant volatility and risk into 
the shield building construction for the AP1000. However, the recommendation is not to shy away from 
innovation, but to lean into two types of innovation: (1) risk reducing innovation and (2) high-saving, 
high risk innovation.  

6.4 Future work 

There is significant white space to expand several of the modeling elements in this thesis: 

1. Improved constructability analysis for better risk and duration assessment 
2. Include global experience in modeling elements of risk (supply chain, human error, change 

orders) 
3. A more detailed model of project indirect costs 
4. Dynamic construction management in response to delays and overruns 
5. Revenue and net present value comparisons between SMRs and large reactors, not just total 

capital cost 
6. Expanding the model to include microreactors which are likely to be significantly more robust to 

risk but at a much higher median capital cost.  

The construction scheduling analysis done in this thesis was a dramatic simplification of the dynamics 
impacting constructability. A key finding of this study is that true cost estimation requires a detailed 
constructability analysis. For example, in this study, the surrogate reactor architectures that were 
representative of the AP1000 and EPR cost estimates were lower than the ABWR and APR1400, but in 
practice, the ABWR and APR1400 have shown to be dramatically lower cost – primarily due to avoided 
cost overruns and delays. Some of this variation is explained by modularization, iterative design evolution 
from a previous architecture, and an experience construction firm. Some of the variation is more complex, 
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and while the cost estimates in this study account for more efficient commodity usage for some 
architectures, they fall short in estimating the day-to-day construction challenges. For example, in some 
architectures welding, installing rebar, and pouring concrete are likely to be much easier than in others. 
The construction scheduling tool accounted for the shape factors of the reactor architectures, but future 
work should explore the next level of detail of constructability. For example, such an analysis could 
include the probabilities of tolerance and quality assurance issues affecting modularization installation, or 
the difficulty of welding large components, or installing rebar in certain shape factors and densities.  

The construction risk analysis was almost exclusively based on the Westinghouse experience in 
constructing the AP1000s at Vogtle and V.C. Summer. However, there has been extensive international 
experience in nuclear construction delays, including Sanmen, Flamanville, Olkiluoto, and others. In these 
other cases, supply chain delays may have been a more significant cause of total schedule delays whereas 
they were a less significant, so understanding the different dynamics experienced internationally would 
lead to improvements in the construction delay risk modeling. Also, this model assumed all components 
of a particular class had similar supply chain and change order risk, but it is likely that the unique features 
of each reactor architecture will impact the delay and change order risk. For example, a larger pressure 
vessel may have more supply chain delay risk than a smaller vessel. Therefore, future work should focus 
on more design-specific uncertainty bands for construction risk modeling. 

Indirect costs were one of the largest sources of cost uncertainty, and the indirect cost model developed in 
this thesis only used the site material and labor hours as parameters for scaling the required site 
supervision. A more robust indirect cost model that could differentiate between the types of site labor and 
the required supervision by labor type would add valuable accuracy to the cost estimation methodology. 
For example, the management and regulatory supervision required for one hour of welding the standalone 
steel containment was likely different than the supervision required for the formwork for the reactor 
building substructure or installing the supports for the reactor vessel. Therefore, properly modeling these 
differences could provide insight into how the indirect costs might vary from one reactor architecture to 
another. Further, some reactors are considering pre-case concrete panels, but the required regulatory 
supervision is unknown for structural elements partially completed in a factory and partially completed 
onsite.  

In response to construction delays, unlike in the U.S., many nuclear construction projects overstaff 
projects to accelerate the process. Overstaffing, however, has an associated drop in productivity. 
Overstaffing can refer 24/7 construction activities, running three shifts, but this approach requires passing 
along quality status information between shifts which leads to productivity losses. Another option is to 
increase the number of work hours from 40 to 50 or higher, but over long periods this strategy leads to 
exhausted workers and a drop-in efficiency. A third option is to overfill the workspace with workers, but 
this too creates inefficiencies. Future work on the construction scheduler could expand the staffing 
options to allow for breaking of some of the constraints, especially on delayed activities, at an efficiency 
penalty. This type of reactive (or dynamic) modeling would be more representative of project 
management practices than the static staffing level approach adopted in this thesis and would be 
particularly interesting for small reactors where the required peak site staffing was so far below the labor 
constraint. For example, both the NC-SMR and SM-BWR had peak deployed site staffing levels 500-
2000 workers below the constrained limit, so there was significant margin to deploy workers above the 
optimal efficiency rate in order to accelerate construction and reduce the impact of the delay. Therefore, it 
is expected that small reactors should be even more robust to construction delays than was modeled in 
this thesis because they will be less resource constrained, but resolving this question requires further 
modeling.  
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The total installed cost comparison between the SM-BWR, LM-BWR, and MMNC did not consider the 
timing of the deployments, the impact on revenue streams, and the net present value of each investment 
option, but this is the real decision criteria for utilities or other stakeholders. Therefore, future work 
should include operations, maintenance, and fuel costs for each reactor architecture. Then, these costs can 
be used to build revenue models, and net present values of different investment options. Smaller reactors 
may realize revenue streams earlier and after less capital investment because of the shorter construction 
timelines. Additionally, these earlier revenue streams could lower the cost of future capital which would 
even further reduce the cost of successive deployments. This is important future work because even in 
cases where the total installed cost of smaller reactors is lower, if they have higher operations and 
maintenance cost that could offset these advantages. However, the true operations cost of SMRs is largely 
unknown at this point.  
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Appendix I – The cost of height 
 

Several of the reactor architectures considered in this thesis have structures more than 50 meters tall 
(LPSR, LASR, SMR-160, DC-PWR, LM-BWR, and MMNC) and others more than 40 meters tall (SM-
BWR, PWR12). Several factors drive the height of the reactor building, including but not limited to: tall 
SSCs such as steam generators, limiting the aspect ratio for pressure containing structures, natural 
circulation systems that require taller components, and elevated passive cooling pools to provide long 
term potential energy for cooling. The consequence of these tall structures, however, is increased cost and 
structural complexity. Elevated construction activities are increasingly difficult because they limit spatial 
access, require extensive use of cranes, increase the flatness requirement of the basemat, and require more 
structural support. For example, when comparing the containment shell and dome versus the substructure 
in the EEDB, the labor hours per cubic yard of concrete was 75% higher, the labor hours per ton of rebar 
was 46% higher, and the labor hours per square foot of formwork was 40% higher. Further, the long clear 
heights and clear spans of tall structures can require mechanical coupling of rebar. In low density rebar 
buildings, rebar can be joined with splicing and ties, but in high density rebar buildings such as a 
containment structure, there is not always space for splicing and ties, so rebar requires mechanical 
couplers or CADWELDs. The need to join rebar can be driven by several factors: sections of concrete 
that are longer than standard rebar lengths (60 feet), the need to join rebar at member interfaces, and 
others. This is important because CADWELDs were 31% of the containment dome cost but only 6-13% 
of the basemat or interior concrete cost. The dome and shell required 2-4x more CADWELDs per ton of 
rebar than the basemat or interior concrete.  

Modeling the cost difference between a tall structure and a flat structure is not trivial and very likely to be 
case-specific. However, we made a first-order approximation using the concrete costs in EEDB. Table I.1 
shows the escalation factor for superstructure unit costs over substructure unit costs for the reactor 
building in EEDB. These factors include labor and material cost escalation. Note that these were per unit 
costs, so the escalation did not account for the required increase in formwork and CADWELDs for the 
superstructure. The weighted average of these yielded a 21% higher cost per unit of concrete for 
superstructures compared to substructures, but there were similar cost escalations between the dome and 
shell despite the dome being on average at a higher height. 

Table I.1 Superstructure escalation factors for elements of concrete 
Formwork 1.41 
Reinforcing Steel 1.23 
Concrete 1.36 
Cadwelds 1.00 

 

An alternative method was to consider the all-in costs per unit concrete for the substructure compared to 
the superstructure. This scenario included the increased formwork and CADWELDs required per unit of 
concrete for the superstructure. Figure I.1 shows how cost escalation increased for the reactor building 
shell and dome. These data indicate about a 50% cost escalation for a mean height of 22 meters, and 85% 
escalation for a mean height of 54 meters. 
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Figure I.1 Concrete cost escalation including increased material use (formwork and CADWELDs) 

LPSR cost and schedule case study 
To synthesize these cost escalation approaches, we assumed a linear trend between cost and height, and 
the cost of activities at 40 meters was 40% higher, and the cost at grade was 0% higher. As a case study, 
we considered the implication of these factors on the cost of the LPSR shield building, containment, and 
core makeup tank. This was a hypothetical scenario where the height was reduced by a factor of 4, and 
the footprint increased by a factor of 4. In this scenario, the reactor building height drops from 55 meters 
to 14 meters. Table I.2 shows the new costs for all SSCs compared to base case with height cost 
escalation factors. The reference case had costs escalated on average 30% compared to all structures at 
grade, and the 14-meter-tall RB case had costs escalated 11% compared to all structures at grade. The net 
result is a 15% lower cost reactor building including the steel containment and cooling pool. A more 
precise estimate of the cost of the elevated structures requires a detailed analysis, but this first-order 
approach suggests that reactor designers should consider approaches to reducing the height of structures.  

Table I.2 Costs for reactor building SSCs 

 
RB 14 m 

height ($Ms) 
Reference case 

($Ms) 
Substructure 
Concrete 

19 19 

Superstructure 92 107 
Steel containment 234 274 
Passive cooling 
pool 

18 28 

Sum 363 428 
 

The FOAK containment liner for the LPSR requires 33 months to construct under the upper-bound labor 
constraints based on the construction schedule modeling in Chapter 3. The shorter reactor building would 
require 15% less labor hours. Chapter 3 showed a relatively linear trend between construction duration 
and labor hours, so the total schedule for the containment liner would be reduced to 28 months. Further, 
the flatter structure increased the workspace footprint, allowing more staff to work in parallel. Under 
constant volume, at 1/4 the height, the footprint grows 4x, giving space for 4x as many workers, reducing 
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the construction time to 7 months. Therefore, the real value in low, flat structures may be in the reduced 
construction schedule, not just the reduced installation cost for tall buildings.   
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Appendix II – The Economic Energy Data Base 
 

The Economic Energy Data Base (EEDB) contained a detailed accounting of material quantities and labor 
hours in addition to costs. EEDB had this data for the “Better Experience” (BE) case and the “Median 
Experience” (ME) case of the PWR12. Figure II.2 shows the total labor cost in 1987 USD, binned by 
category, for the BE and ME cases. These data were a useful way to visual the drivers of the ME cost 
overruns. It is important to note that the labor cost per hour was not escalated between the ME and BE 
case, and, therefore, the cost escalations were entirely due to increased labor hours. These increases were 
the fault of re-work, productivity misses, increased welder qualification requirements, increased piping 
quantities, and other delays. Pipefitters and electricians accounted for 61% of the total direct labor cost 
escalation (50% of the total direct cost escalation) with increases of $99M and $40M, respectively. In 
general, mechanical labor accounted for 53%, structural labor accounted for 26%, and electrical labor 
accounted for 21% of the labor cost escalation for the ME case. 

 
Figure II.2 PWR12 labor cost from EEDB for the Better Experience and Median Experience cases by 

labor type (1987 USD). 

Figure II.3 shows the material costs for the ME and BE cases. Similar to the labor cost data, the elevated 
material costs for the ME case reflected increased quantities not increased unit costs. These data align 
with the labor cost data: where pipe fitters had the greatest labor cost escalations, piping (specifically non-
nuclear safety carbon steel piping) accounted for the greatest material cost escalation. The highest 
percentage increase in material use was stainless steel nuclear safety piping, and the primary purpose of 
stainless-steel nuclear safety piping was the nuclear service water system (32% by mass). Other large 
applications of stainless-steel piping were the primary component cooling system (15%) and the chemical 
and volume control system (15%).  More than 50% of the non-nuclear safety carbon steel piping was 
associated with the turbine plant, and another 25% was for the service air, water, and steam system. 
Recall from the construction risk assessment in Chapter 5 that the service air, water, and steam system 
was a top contributor to construction delays.  
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Figure II.3 PWR12 material cost from EEDB for the Better Experience and Median Experience cases by 

material type (1987 USD). 

The cost contribution of each two-digit account is in Figure II.4. Both the structures and the electrical 
plant equipment cost escalations for the PWR12 ME were 50% above the BE case. The reactor and 
turbine equipment accounts escalated about 20% over the BE case. The largest magnitude escalation was 
the structures account with more than $100M in overrun, followed by reactor equipment with $68M in 
overrun.  

 
Figure II.4 Two-digit account direct costs for the PWR12 ME and BE cases. 
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There were 21 structures in EEDB, and the top ten cost contributors are in Figure II.5. As expected, the 
reactor containment building was the costliest, but all of the top ten structures experienced significant cost 
escalations (30-70%). The primary structures (reactor containment, turbine, control room, auxiliary and 
waste process building) were on average 60% higher for the PWR12 ME than the BE, and the bulk of 
these increases were in labor costs.  

 
Figure II.5 Top ten Account 21: Structures & Improvements three-digit accounts for the ME and BE. 

The nuclear steam supply system saw no cost increase from the BE to the ME case, as seen in Figure II.6. 
Other reactor plant equipment accounted for most of the Account 22: Reactor Plant Equipment cost 
increase from the BE to the ME case. This broad category included: reactor makeup water system, 
chemical and volume control, boron recycle, leak detection, nuclear service water, primary component 
cooling, and other mechanical systems. This account was likely associated with many of the piping 
material cost escalations shown in Figure II.3. 

 

Figure II.6 Account 22: Reactor Plant Equipment three-digit account costs for the ME and BE case.  
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The Account 24: Electrical Plant Equipment cost increases were primarily electrical structures and power 
& control wiring, as shown in Figure II.7. The electrical structures and wiring containers were 
underground duct runs, cable trays, and other structures that provided physical and environmental 
protection for wire and cable routed between buildings and within buildings.  

 
Figure II.7 Account 24: Electrical Plant Equipment three-digit account costs for the ME and BE.  
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